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Figure 1: GaussianPrediction can reconstruct the entire dynamic scene with high quality from monocular dynamic images and
reasonably predict what will happen in the future. In addition, unlike 2D video prediction, our approach can synthesize novel

view images at future moments.

ABSTRACT

Forecasting future scenarios in dynamic environments is essen-
tial for intelligent decision-making and navigation, a challenge yet
to be fully realized in computer vision and robotics. Traditional
approaches like video prediction and novel-view synthesis either
lack the ability to forecast from arbitrary viewpoints or to predict

“Boming Zhao and Yuan Li contributed equally to this work.
t Corresponding author.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.

SIGGRAPH Conference Papers "24, July 27-August 1, 2024, Denver, CO, USA

© 2024 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 979-8-4007-0525-0/24/07

https://doi.org/10.1145/3641519.3657417

temporal dynamics. In this paper, we introduce GaussianPrediction,
a novel framework that empowers 3D Gaussian representations
with dynamic scene modeling and future scenario synthesis in dy-
namic environments. GaussianPrediction can forecast future states
from any viewpoint, using video observations of dynamic scenes.
To this end, we first propose a 3D Gaussian canonical space with
deformation modeling to capture the appearance and geometry of
dynamic scenes, and integrate the lifecycle property into Gaussians
for irreversible deformations. To make the prediction feasible and
efficient, a concentric motion distillation approach is developed by
distilling the scene motion with key points. Finally, a Graph Convo-
lutional Network is employed to predict the motions of key points,
enabling the rendering of photorealistic images of future scenarios.
Our framework shows outstanding performance on both synthetic
and real-world datasets, demonstrating its efficacy in predicting
and rendering future environments. Code is available on the project
webpage: https://zju3dv.github.io/gaussian-prediction.
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1 INTRODUCTION

The ability to envision what is about to happen in the near fu-
ture is critical for us, human beings, to survive in ubiquitous dy-
namic scenes, and equally crucial for computers to fulfill intelligent
decision-making and navigation in complex 3D worlds. Specifically,
such ability cannot be well achieved without: 1) predicting the
dense motion in a short future time span, and 2) visualizing the
scene in the future from arbitrary viewpoints. Despite extensive
efforts in computer vision and robotics, imparting similar skills to
intelligent agents remains a significant challenge.

One family of approaches aligned with this objective is video pre-
diction, which endeavors to forecast the future dynamics of a scene
from a specific viewpoint, based on past observations from that
same viewpoint [Kwon and Park 2019; Neimark et al. 2021; Oprea
et al. 2020]. Despite its potential, video prediction falls short in
visualizing arbitrary viewpoints, thus constraining its effectiveness
in understanding the near future. On the other hand, novel-view
synthesis focuses on rendering images of a scene from a flexibly
chosen viewpoint [Kerbl et al. 2023; Mildenhall et al. 2021; Zhang
et al. 2022], but it does not incorporate the element of temporal
prediction necessary for forecasting future states of the environ-
ment. Approaching in native 3D, 3D point cloud prediction aims to
extrapolate future 3D point clouds from a sequence of past scans
[Mersch et al. 2022; Wang et al. 2023]. This technique is particularly
beneficial for decision-making in the context of intelligent vehicles;
however, it lacks the capacity to generate high-quality images.

In this paper, we introduce GaussianPrediction, a novel frame-
work that builds on 3D Gaussian representations for dynamic scene
modeling and future scenario synthesis in dynamic environments.
Given video observations of dynamic scenes, GaussianPrediction
is capable of forecasting potential future scenarios from any view-
point. Although the 3D Gaussian representation [Kerbl et al. 2023]
appears to inherently bridge novel-view synthesis and motion pre-
diction, designing such a system is far from straightforward. Firstly,
temporal modeling is needed for the 3D Gaussian representation
to address both general motions and irreversible deformations in
dynamic scenes, which is absent in concurrent works involving
dynamic 3D Gaussian modeling [Wu et al. 2023; Yang et al. 2023a].
Furthermore, accurately representing a scene requires a substan-
tial number of 3D Gaussians, and their motions must be predicted
in a cohesive manner to facilitate effective future projection and
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image rendering. However, prediction inaccuracies in even a small
subset of these Gaussians can significantly degrade the quality of
the rendered images (as shown in Fig. 7).

Drawing inspiration from D-NeRF [Pumarola et al. 2021a] and its
variants [Liu et al. 2023], we first build the 3D Gaussian canonical
space with deformation modeling to capture the appearance and
geometry of the dynamic scene. We also design additional lifecycle
properties for the Gaussians to model the irreversible deformations
in a dynamic scene, such as those occurring on broken surfaces. To
efficiently control the motion of the entire scene’s Gaussians, we
employ a novel concentric motion distillation approach that utilizes
key points to distill scene motions from the learned deformation
fields. This markedly reduces the complexity of the following future
prediction model, cutting down the number of nodes requiring
prediction from hundreds of thousands to just a few hundred. Such
a strategy makes the forecasting of future scenarios more efficient
and feasible. In enhancing the model’s capability to accurately
represent both appearances and motions with prediction capability,
we select key points through feature clustering in a hyper-canonical
space. This space is uniquely designed to encode both spatial and
motion distances, thereby mitigating artifacts that often arise from
discontinuous motion fields along object boundaries. Finally, our
framework leverages a Graph Convolutional Network (GCN) to
predict the future motion of these 3D key points. This prediction, in
turn, drives the anticipated deformation of the entire scene, enabling
our system to forecast dynamic environments and synthesize future
photorealistic images freely.

Our contributions can be summarized as follows:

e We present GaussianPrediction, a novel framework that in-
novatively integrates 3D Gaussian representations with dy-
namic scene modeling and future scenario synthesis, lever-
aging video observations to forecast scenes shortly from any
viewpoint.

e We develop a novel canonical space of 3D Gaussians with
lifecycle properties, which can model both general motions
and irreversible deformations in dynamic scenes, offering a
more comprehensive representation of temporal dynamics.

e We introduce a novel future prediction strategy based on the
concentric motion distillation, which enhances the efficiency
and robustness.

o Experiments on both synthetic and real-world datasets demon-
strate the efficacy of our proposed framework in predicting
and rendering future scenarios.

2 RELATED WORK
2.1 4D Novel View Synthesis

Several studies address the reconstruction of dynamic scenes and
the generation of free viewpoint renderings, employing explicit
mesh representations [Broxton et al. 2020; Dou et al. 2016; New-
combe et al. 2015; Orts-Escolano et al. 2016], depth estimations [Bansal
et al. 2020; Yoon et al. 2020] or implicit neural volumes [Lombardi
et al. 2019]. Harnessing its capability to deliver photorealistic novel
renderings, Neural Radiance Field (NeRF) [Mildenhall et al. 2021]
has been incorporated into 4D dynamic scene reconstructions [Attal
et al. 2023; Du et al. 2021; Li et al. 2022; Park et al. 2021a; Pumarola
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et al. 2021b], spanning various tasks such as monocular video re-
constructions [Gao et al. 2021; Li et al. 2021, 2023; Tretschk et al.
2021], scene editings [Kania et al. 2022; Park et al. 2021b; Zheng
et al. 2023a], human reconstructions [Peng et al. 2021a,b; Weng et al.
2022; Zielonka et al. 2023], fast reconstructions and renderings [Cao
and Johnson 2023; Fang et al. 2022a; Fridovich-Keil et al. 2023; Geng
et al. 2023; Lombardi et al. 2021; Peng et al. 2023; Shao et al. 2023;
Song et al. 2023], as well as generalizable renderings [Lin et al. 2023,
2022]. Dynamic point clouds [Xu et al. 2023; Zhang et al. 2022;
Zheng et al. 2023b] have garnered significant attention, particularly
due to their rapid rendering speed. Notably, 3D Gaussian Splat-
ting [Kerbl et al. 2023] has emerged as a technique that combines
swift reconstruction and rendering speeds, all while preserving
exceptional rendering quality. Hence, a series of studies have been
undertaken to broaden the applicability of 3D Gaussian Splatting to
dynamic reconstruction scenarios. This has been achieved through
explicit extensions of time-variant Gaussian features [Luiten et al.
2023; Yang et al. 2023c] or the utilization of implicit deformation
fields [Wu et al. 2023; Yang et al. 2023a]. By combining explicit 3D
Gaussian representations with implicit neural representations like
MLPs [Yang et al. 2023a] or HexPlanes [Wu et al. 2023], these en-
deavors demonstrate exceptional qualities in novel view synthesis.
They achieve interactive rendering frame rates and offer flexible
editing capabilities, including object insertions.

2.2 Dynamic Prediction

Generating successive frames following given video sequences [Oprea
et al. 2020] proves invaluable in intelligent decision-making. Ap-
proaches that combine 3D-CNNs, LSTMs, or Transformers [Geng
et al. 2023; Girdhar and Grauman 2021; Neimark et al. 2021; Ville-
gas et al. 2018; Vondrick et al. 2016; Wang et al. 2018]seamlessly
integrate spatial and temporal information during prediction. VAE-
based methods [Babaeizadeh et al. 2017; Denton and Fergus 2018],
utilizing stochastic latent samples, yield diverse future predictions.
Another line of work [Kwon and Park 2019; Lu et al. 2017] employs
GAN s pre-trained on prior data to generate future predictions by
analyzing historical frames. Other works [Hoppe et al. 2022; Yang
et al. 2023b] also produce realistic video predictions and infillings
leveraging diffusion models.

Motion or dynamic predictions of 4D data inputs like human
skeletons can also be conducted by RNNs [Corona et al. 2020; Mar-
tinez et al. 2017], VAEs [Petrovich et al. 2021], GANs [Barsoum
et al. 2018; Martinez et al. 2017] or diffusion models [Alexanderson
et al. 2023; Barquero et al. 2023]. In the literature, there are also
studies demonstrating predictions for scene-level dynamic point
clouds, such as LiDAR scans [Mersch et al. 2022] or common point
clouds [Wang et al. 2023]. Approaches based on graph convolu-
tional networks (GCN) [Mao et al. 2019; Sofianos et al. 2021] exhibit
excellent generalizing abilities while providing rapid prediction
speeds. Nonetheless, these methods fall short in rendering photore-
alistic novel views compared to NeRFs’ or 3D Gaussian Splattings’
derivatives. In contrast, our GCN-based method excels in both fore-
casting reasonable scene dynamics based on historical frames and
rendering high-quality novel views.
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3 PRELIMINARIES

3D Gaussian Splatting [Kerbl et al. 2023] employs a substantial
number of explicit 3D Gaussians to represent a static 3D scene.
Each 3D Gaussian G is defined by a full covariance matrix X and a
center location

G(x) = e 2 () T2 () 1)

For differentiable rendering optimization, 3D Gaussian splatting
decomposes ¥ into scaling matrix S and rotation matrix R: ¥ =
RSSTRT, where S and R are stored by a 3D vector s and a quaternion
q respectively. To project these 3D Gaussians to 2D image, given a
viewing transformation W, we obtain the 2D covariance matrix 3’
and 2D center location p/':

s = JwswT T = Jwy, @)

where ] is the Jacobian of the affine approximation of the projective
transformation. Then we can use the neural point-based a-blending
to render the color C of each pixel with N ordered 3D Gaussians:

C= Z Ticia, (3
ieN
where T, a; are calculated as:
T = 12 (1 - a)),

4
a; :O.ie_%(x_‘ur)Tzl—l(x_‘u/)v ( )
Here o; is the opacity of the 3D Gaussian. Therefore, the 3D scene
can be represented by the parameter set P of 3D Gaussians, where

P ={G; : pi, qi, Si» i, 0i }.

4 METHOD

Given a collection of images of a scene captured at different time
instances from a monocular camera, GaussianPrediction aims to
reconstruct the dynamic scenes and forecast future scenarios. As
shown in Fig. 2, GaussianPrediction consists of three stages. At first,
we recover the canonical space of 3D Gaussians with deformation
fields to model the dynamic scenes from input images (Sec. 4.1).
To model irreversible deformations (e.g., cutting fruits or splitting
cookies), we extend the 3D Gaussian with a novel lifecycle property.
In the second stage, we employ a novel concentric motion distilla-
tion approach with key points to distill scene motion, significantly
reducing the complexity of forecasting by decreasing the parame-
ters from hundreds of thousands to a few hundred (Sec 4.2). Finally,
in the third stage, we adopt Graph Convolutional Networks (GCN)
to predict the future motion of these 3D key points, effectively
forecasting the entire scene’s deformation (Sec. 4.3).

4.1 Dynamic Modeling with Canonical Space

Hyper-canonical space of 3D Gaussians. One widely used strategy
for reconstructing dynamic scenes is to build a canonical space and
subsequently deform all the 3D information within this canonical
space to match different time instances. Previous methods [Liu et al.
2023; Pumarola et al. 2021a; Yang et al. 2023a] employed Multilayer
Perceptrons (MLP) to encode temporal deformation, utilizing the
3D location x and time t as inputs. However, due to the inherent
similarity in spatial characteristics among adjacent 3D positions,
these approaches may result in blurring when handling different
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Figure 2: Optimization start with the initial 3D Gaussians. We then optimize the parameters of the 3D Gaussians, motion
feature, and deformable MLP to build a Hyper-Canonical space. Next in the second stage, we first initialize the key points in the
Hyper-Canonical space by a K-Means algorithm. Then we learn the time-independent weights for each Gaussian and deform
the 3D Gaussian by key points motion. We employ a GCN (Graph Convolutional Network) to learn the relationships between
key points, thereby predicting the future motion of key points, and rendering future scenes from a novel view.

motion patterns in neighboring locations. To address this problem,
we utilize a motion feature m with dimension d for each Gaussian
to encode the motion information. Given any timestamp ¢, we can
obtain the deformation of each 3D Gaussian’s center location y and
rotation g from the canonical space to the moment ¢:

Apt, Aq = D(y(n), m,y(1)), ©)

where D is a Multilayer Perceptron (MLP) and y denotes the posi-
tional encoding with frequency L:

y(x) = (sin(ZIrrx),cos(ZIrrx))le_Ol. (6)

Therefore our deformed 3D Gaussians P; at timestamp ¢ can be
defined as: P! = {Git s (i + A,ul?), (gi® Aqf),si, ¢i, 0j, m; }, where
® represents quaternion multiplication. Then we define the hyper-
canonical space Cy, as the following:

Ch={(mm)|p € R®,m e R} %)

However, we found that optimizing both y and the deformable
MLP can easily get stuck in local optima. Therefore, we propose to
introduce an annealing noise ¢ on p:
i

e(i) = N(0,1) - Ns - (1 — min(1, m)), 3)
where i denotes the current training iteration and N is the scaling
factor. In our experiments, we observed that decaying noise effec-
tively guides the optimization of y away from local optima. This

leads to a more uniform distribution of y in space and enhances the
rendering quality of our model (See Sec. 5.4).

Lifecycle of Gaussians. Temporal motion often triggers situations
where a portion of the original surface disappears (e.g., gluing up
toy pieces together) or new surfaces emerge (e.g., cutting a lemon
into two halves). This deformation is irreversible, which is different
from the general deformation in that correspondences exist over
the whole sequence. An intuitive idea is that we should allow 3D
Gaussians to exhibit the same property—being renderable until a
certain point in time, after which they lose their rendering abilities.
Therefore, we propose to add a lifecycle ¢ to the opacity of 3D
Gaussians:

1
¥(Gi,t) = PP ST ©)
Ao = Do(y(pi), mi, y(1)).

Here A, is calculated by the opacity deformable MLP D,. We then
multiply this lifecycle ¢ with the opacity of the 3D Gaussian which
makes the opacity mostly either 0 or 1 in the majority of cases,
indicating that Gaussians are involved in rendering at certain mo-
ments while being invisible at other times. Our experiment shows
that this strategy efficiently improves the rendering quality both
quantitatively and qualitatively (See Sec. 5.4).
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4.2 Concentric Motion Distillation with Key
Points

A direct way to predict the future deformation of the scenes is
to extrapolate the input time ¢ to D in Eq. 5. However, each 3D
Gaussian in the canonical space is independent and unconstrained,
and as a result, direct extrapolation would cause 3D Gaussians
to lose their original geometric properties. To address this prob-
lem, we design a key points driven framework inspired by [Zheng
et al. 2023a] to deform the whole 3D Gaussians by key points
K ={ki = (uF e R, mF e R%)},i € {1,2,...,Ni} defined in the
hyper-canonical space. Here yf.‘ denotes the 3D position and mic is
the motion feature of key points k;. For each key point k;, we calcu-
late the 3DoF translation vector T and 3DoF rotation quaternion
Qit at time ¢ by the deformable MLP D trained in Sec. 4.1:

T/.Qf = D(y(uf). mf.y (). (10)
Note that the representation of motion for key points here is iden-
tical to the representation of motion for 3D Gaussians in the first
stage. Therefore, we can utilize the deformable MLP trained in the
first stage as the deformable MLP for the second stage. Then we
can render the image at time ¢ using the deformed 3D Gaussians

k .
P, ® which can be represented as:

ke
P = {G!: (i + Ad), (qi ® AGE), s, ci, 03, mi ),

_ T _ Q (11)
M= ) (Wi T AgE= Y (wid - 0,
keK keK

where w! w2 represent the translation and rotation weights
i—k’ Tik
of 3D Gaussian G; with respect to key point k. In summary, our

concentric motion distillation comprises three key steps:

(1) Initializing key points. This foundational step will initial-
ize kini; key points in the hyper-canonical space.

(2) Adaptive increasing key points. For those complex mo-
tion areas, the initial key points may not be enough. There-
fore we need to increase the key points in complex motion
areas adaptively.

(3) Time-independent weights learning. This step involves
understanding how each key point affects each 3D Gaussian,
which transforms the motion of key points into the motion
of 3D Gaussians.

In this way, we can deform more than 200k 3D Gaussians using
hundreds of key points, which simplifies the prediction process.
Next, we will introduce the details of each step.

Initializing key points. Once we have trained the hyper-canonical
space, we can sample kjpi; 3D points as the initial key points. Gaus-
sians driven by the same key point should demonstrate both mo-
tion similarity and spatial proximity. To achieve this, we employ
clustering techniques in the hyper-canonical space to organize 3D
Gaussians into kjp;; classes as S = {S1, Sg, ..., Sk, .. }. Formally, the
objective is to find:

init

Kinit
. 1 2
argmin —_— X — s 12
gmin ) 1o D, Ix=vl (12)
i=1 X,YES;

where x,y is the vector € R34 jn Cy,. We then utilize the 3D center
of each class as the initial position for the kjn;; key points.
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Adaptive increasing key points. Following [Kerbl et al. 2023], we
also present an adaptive increasing strategy to add key points near
the complex motion 3D Gaussians. To identify the areas that require
additional key points, we calculate the Gaussian gradient norm and
select Gaussians with a norm greater than the gradient threshold.
A large gradient means these Gaussians show poor reconstruction
results. Therefore, we use FPS [Eldar et al. 1997] uniformly down-
sampling the large gradient Gaussians by a factor of 100 to generate
the locations for the newly added key points. However, to facilitate
predicting scene motion, we limit the number of added points to
avoid increasing complexity. Thus the maximum number of adap-
tive increasing key points is N — kjpj;. In this way, our model can
flexibly handle complex motions.

Time-independent weights learning. In Eq. 11, we introduced the
time-independent weights wT, w? and discussed how to drive the
3D Gaussian by key points motion. In this step, we will discuss how
to learn these weights for each 3D Gaussian.

Given a 3D Gaussian G; in the canonical space, its motion is
primarily influenced by the movements of the nearest Nyear key
points, rather than those that are far away. As a result, we can

represent the weights wl.T , wiQ for the Gaussian G; w.r.t. the key
points as:

T T
w; = softmax( Z Wi<—k)’wz‘Q = softmax( Z wg_k), (13)
kEKl'gear keKrl;ear

where kr’;ear represents the Npear key points closest to the G;. How-
ever, we found that directly finding the nearest neighbors in space
without considering motion information may not completely sep-
arate Gaussians with different motions but are spatially adjacent.
To address this issue, we propose searching for the nearest key
points to each Gaussian point in the Hyper-Canonical space Cp,
taking into account both spatial proximity and motion similarity.
Our experiments demonstrate the effectiveness of this nearest key
points strategy which significantly reduces artifacts in the real-
world dataset (See Sec. 5.4).

EditableNeRF [Zheng et al. 2023a] takes canonical coordinate x
as input and outputs a weight vector w by a large MLP. However,
this method is inefficient when the number of queries x increases.
Inspired by [Miiller et al. 2022], we present a novel method that uses
hash encoding to map the coordinate x to trainable feature vectors
and then decode to w by a tiny MLP. In this way, our model remains
efficient even with a substantial increase in input coordinates.

4.3 GCN-based Motion Prediction

After the optimization in the second stage, we obtain several key
points that encapsulate the distilled motion information of the scene.
All the scene motion details are implicitly encoded within these
key points. Considering the relationships between these key points,
we utilize the capabilities of Graph Convolution Network (GCN) to
model and predict the dynamic movement patterns of key points
within a given scene. At different time steps, we use the 3D posi-
tions of key points as supervision. We employ a GCN to extract
relational features between key points across multiple frames. A
single-layer MLP is then utilized to decode these features and pre-
dict the positions of key points at the next time step. Then, we
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Figure 3: Canonical space point cloud with different training
strategies.

(a) Searching nearest key points (b) Searching nearest key points
in 3D space. in Hyper-Canonical space.

Figure 4: Influenced 3D Gaussians by a key point on the
knife. We compare two different search methods and show
influenced Gaussian points in red.

calculate the motion of each 3D Gaussian using Eq. 11, obtaining
the predicted 3D Gaussians. Our approach allows for continuous
predictions using a sliding window, leveraging past time steps to
generate new predictions. Please refer to our supp. material for
more details.

5 EXPERIMENTS

In this section, we first introduce our implementation details and
the test datasets in Sec. 5.1. Then we evaluate the dynamic scene ren-
dering quality of our method in Sec. 5.2 and compare the prediction
results with different baselines in Sec. 5.3. Lastly, we perform abla-
tion studies to analyze the effectiveness of our method in Sec. 5.4.

5.1 Datasets and Implementation Details

We conduct evaluations on both synthetic and real datasets.

Synthetic Dataset. The D-NeRF dataset [Pumarola et al. 2021a]
contains 8 dynamic objects, and comprises 100-200 training images
and 20 test images, with timestamps ranging from 0 to 1 for all
images. We render images of this dataset at an 800 X 800 resolution.
Following Deform-GS [Yang et al. 2023a], we evaluate the rendering
results with a black background and exclude the "Lego" data because
its test data and model did not align with the training data.
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Real-World Dataset. From the Hyper-NeRF real-world dataset [Park
et al. 2021b], we chose three scenes (cut-lemon, split-cookie, and
chickchicken) captured by a camera and one scene (3D-printer) cap-
tured by two Google Pixel 3 phones. Timestamps range from 0 to 1
for all images and rendering resolution is set to 960 X 540.

Implementation details. We develop a composited training strat-
egy, which learns scene hyper-canonical space, key points, and
scene prediction in a three-step fashion. We train for 30k iterations
in the first step. During the initial 1k iterations, we exclusively op-
timized the parameters of the 3D Gaussians for warm-up purposes.
Subsequently, we jointly train for 27k iterations on the deformation
MLP and the motion feature in Eq. 5. In the second step, we conduct
training on the hash-encoding, the deformation MLP, and the posi-
tion and motion feature of the key points for 10k iterations. Then in
the third step, we train all the parameters together for 20k iterations
using the synthetic dataset and 30k iterations for the real-world
dataset. All our experiments are evaluated on an NVIDIA GeForce
RTX 4090 GPU.

5.2 Comparison of Dynamic Scene Rendering
Quality

We first compare our method with the current state-of-the-art dy-
namic scene reconstruction methods: TiNeuVox [Fang et al. 2022b],
4D-GS [Wu et al. 2023] and Deform-GS [Yang et al. 2023a] on the
synthetic dataset using the same data setting. The quantitative re-
sults are shown in Table 2. We present the PSNR/SSIM/LPIPS(VGG)
values on this dataset. The results demonstrate that our method
outperforms either existing NeRF-based or Gaussian-based meth-
ods. We also show the rendering results in Fig. 8. It can be seen
that our method achieves higher quality than other methods and
reconstructs more details of dynamic scenes.

We also evaluate our method on the real-world dataset following
Hyper-NeRF’s [Park et al. 2021b] setting. We compare with four
state-of-the-art methods and report the PSNR/MS-SSIM values in
Table 3. As shown in Fig. 6, our method achieves better rendering
quality on the real-world dataset. However, our method does not
surpass the previous NeRF-based rendering [Fang et al. 2022b; Park
et al. 2021b] in quantitative results due to inaccurate ground truth
camera poses and the misalignment of timestamps across all images
in the real dataset. Despite this, ours still outperforms existing
Gaussian-based methods [Wu et al. 2023; Yang et al. 2023a], which
demonstrates the effectiveness of our approach.

5.3 Comparison of Future Synthesis

We now conduct the comparison on the future synthesis task in
Table 1. In this experiment, to synchronize the time intervals, we
divide the original training data into new test and training sets.
We utilize the data from the original training set with image times-
tamps less than 0.8s as the training data, and those greater than
0.8s as the test data. We directly input the time ¢t ~ [0.8 — 1.0]
to each method and calculate the PSNR/SSIM/LPIPS(VGG) as pre-
sented in Table 1. Additionally, we also compare with a couple of
variants of GaussianPrediction: "Ours" is our full model which uses
the GCN to predict the motion of key points (Sec. 4.3), and "Ours-
MLP" removes GCN and directly input the time ¢ to the deformable
MLP in the second stage. Quantitative results demonstrate that our
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(a) w/o Hyper Space Init. (b) w/o Adap Increasing. (c) w/o Hyper Space K-NN. (d) w/o Lifecycle. (e) Full Model.

Figure 5: We analyze the effectiveness of each component.

Table 1: Quantitative motion prediction results comparison on D-NeRF dataset. Following HyperNeRF [Park et al. 2021b], the
average metrics are calculated using a weighted average. Best results are highlighted as -, second.

Trex Jumpingjacks Bouncingballs Hellwarrior
Method PSNR(T) SSIM(T) LPIPS(J) PSNR(T) SSIM(T) LPIPS(]) PSNR(]) SSIM({) LPIPS(]) PSNR() SSIM(]) LPIPS(])
TiNeuVox-B 20.72 9284 0751 19.87 9115 .0954 25.92 9677 0853 29.36 9097 1138
4D-GS 20.72 19401 .0579 20.28 9176 .0825 29.42 9753 .0433 - 9266 .0929
Deformable-GS 20.81 9426 0461 20.21 9150 .0800 28.90 9784 0271 29.82 9141 .0834
Ours-MLP 29.99 9176 .0789
Ours 21.09 9406 0461 20.51 9184 .0760 26.63 9714 0361 30.75
Mutant Standup Hook Average

Methods

PSNR(T) SSIM(T) LPIPS(]) PSNR() SSIM(T) LPIPS(]) PSNR(T) SSIM(T) LPIPS(]) PSNR(T) SSIM(T) LPIPS(])
TiNeuVox-B 24.40 19282 .0700 21.77 9169 .0927 21.05 8817 1033 22.83 9229 .0886
4D-GS 24.61 19269 .0582 22.25 9140 .0870 - 19042 .0755 23.98 9305 0697
Deformable-GS 24.32 19300 .0469 21.38 9133 .0837 21.41 8872 .0824 23.35 9285 .0623
Ours-MLP 25.05 9359 .0409 23.04 9250 .0700 22.6 8971 .0702 24.14 9339 .0560

Ours

23.42

Table 2: Quantitative rendering results comparison on D-NeRF dataset. Best results are highlighted as -, second.

Trex Jumpingjacks Bouncingballs Hellwarrior
Method
PSNR(]) SSIM(T) LPIPS(]) PSNR() SSIM(T) LPIPS(]) PSNR(]) SSIM(]) LPIPS(]) PSNR(]) SSIM(}) LPIPS(])
TiNeuVox-B 31.24 9771 .0326 34.29 9799 .0360 35.00 .9835 .0391 39.20 9763 .0508
4D-GS 33.60 9863 0188 35.59 9844 .0210 37.69 9919 .0150 38.52 9754 .0524

Deformable-GS

Ours

37.72 .9897

9926

.0126

41.01 9953 .0093 41.54 .9873 .0234

Mutant Standup Hook Average
Methods
PSNR(T) SSIM(T) LPIPS(]) PSNR(]) SSIM(T) LPIPS(]) PSNR() SSIM(T) LPIPS(]) PSNR() SSIM(}) LPIPS(l)
TiNeuVox-B 35.07 9768 .0307 38.11 9854 .0208 33.34 9711 0458 35.18 9786 .0365
4D-GS 38.80 9857 0212 40.43 9890 .0164 33.83 9728 .0338 36.92 9836 .0255
Deformable-GS 42.63 9951 .0052 44.62 9951 .0063 37.42 9867 0144 40.43 9918 .0116
Ours

method achieves more realistic effects in future synthesis tasks,
thanks to our key points distilled motion strategy. The experiments
show that our GCN can learn the relationships between key points
and predict more reasonable results which improves the rendering
results of novel views in the future. We also show prediction quan-
titative evaluations of the real-world HyperNeRF dataset in Sec. B
of the supp. material. Note that in real-world scene-level datasets,
the predicted results cannot be perfectly aligned with the ground

truth images due to ill camera poses and inaccurate timestamps,
which makes the quantitative comparison less meaningful than the
qualitative comparison. Therefore, relying solely on quantitative
evaluations to assess prediction performance is limited. Please refer
to our video for more information. In short sequence prediction, our
approach maintains better coherence, consistency, and reasonable.

5.4 Ablation Studies
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Table 3: Quantitative results comparison with TiNeuVox [Fang et al. 2022b], HyperNeRF [Park et al. 2021b], 4D-Gs [Wu et al.
2023], and Deform-GS [Yang et al. 2023a] on Hyper-NeRF real-dataset. Best results are highlighted as first , second , third.

CHICKEN CUT LEMON SPLIT COOKIE 3D PRINTER AVERAGE
Method (113 images) (415 images) (134 images) (207 images)
PSNR(]) MS-SSIM(T) PSNR(]) MS-SSIM(1) PSNR(}) MS-SSIM(T) PSNR(T) MS-SSIM(f) PSNR(]) MS-SSIM(T)

TiNeuVox-B 27.7 951 28.6 955 28.9 965 22.8 .839 27.2 928
HyperNeRF 28.7 .948 31.8 956 30.9 967 20.0 .821 28.4 924
4D-GS 26.9 911 30.0 929 32.5 975 22.0 .808 28.1 905
Deform-GS 26.1 902 29.1 937 32.8 981 20.3 .756 27.2 .896
Ours 27.1 920 Sl il 952 34.0 .983 22.2 .814 28.9 .920

Table 4: Ablation studies of the annealing noise on the D-

NeRF dataset.
Config D-NeRF
PSNR | SSIM T LPIPS |
w/o Annealing Noise 39.71 0.991 0.012
Full Model 40.58 0.992 0.011

Table 5: Ablation study of each step discussed in Sec. 4.2 on
the real-world Hyper-NeRF dataset. Best results are high-

lighted as | first|, second.

Config, Hyper-NeRF
PSNR T SSIM T LPIPS |
w/o Hyper Initialization 27.9 911 232
w/o Adaptively Increasing 28.6 917 225
w/o Lifecycle 28.6 918 218
Full Model 28.9 .920 184

Annealing noise. We first inspect the effectiveness of the anneal-
ing noise during training hyper-canonical space (Sec. 4.1). We show
the location of 3D Gaussians in the canonical space in Fig. 3. When
training with annealing noise, our model can preserve better ge-
ometry. The quantitative results in Table 4 indicate that training
with annealing noise can improve the reconstruction results. This
proves the necessity of annealing noise for training.

Initial key points in the hyper-canonical space. We also compared
the impact of initializing key points in different spaces. As shown in
Fig. 5 and Table 5, directly initializing key points in 3D space results
in significant blurring in regions with complex motion, leading to a
decrease in quantitative values. However, our approach initializes
key points in hyper-space, considering not only spatial informa-
tion but also motion information, effectively improving rendering
quality.

Adaptive increasing key points. To demonstrate the effectiveness
of the adaptively increasing key points strategy, we compared the
results of directly initializing Ny key points with adaptively increas-
ing Ny — kinir key points in Table 5. The results demonstrate that
our method excels in identifying regions that require additional
key points, whereas direct initialization cannot adjust based on
rendering outcomes.

Searching nearest key points in the hyper-canonical space. We then
analyze the impact of searching the nearest key points in the hyper-
canonical space. We choose a key point on the knife in Cut-Lemon
scene and then select all 3D Gaussians that are influenced by this key
point using two different selecting strategies. As shown in Fig. 4a,
the key point on the knife is the nearest key point of 3D Gaussians
on the lemon. However, these two motions are entirely different
yet influenced by the same key point, resulting in blurriness during
rendering. Finding the nearest key point in the hyper-canonical
space can prevent this issue. Fig. 5 and Table 5 further demonstrate
the effectiveness of our approach.

Lifecycle opacity. We also study the effectiveness of lifecycle
strategy in Fig. 5 and Table 5. We can observe that when the lemon
is sliced, some 3D Gaussians still have residues at the cut (within the
red box), while the addition of the lifecycle strategy significantly
eliminates these Gaussians, improving the rendering quality.

6 CONCLUSION

In this paper, we present a novel framework, i.e., GaussianPredic-
tion, for forecasting future scenarios in dynamic scenes. Gaussian-
Prediction employs a 3D Gaussian canonical space with deforma-
tion modeling, coupled with a lifecycle property, to effectively rep-
resent changes in dynamic scenes. Additionally, a novel concentric
motion distillation technique with key points is developed to sim-
plify complex scene motion prediction with a Graph Convolutional
Network.

Since GaussianPrediction learns to predict the dynamics of key
points solely based on the input observations without any pre-
training, it can only predict meaningful and short-term future sce-
narios. For long-term prediction, incorporating motion priors in
our framework presents a promising direction for future research.
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(a) TiNeuVox (b) Hyper-NeRF (c) 4D-GS (d) Deform-GS (e) Ours (f) Ground Truth
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Figure 6: Qualitative results on real-world scenes. We compare our methods with TiNeuVox [Fang et al. 2022b], Hyper-NeRF [Park
et al. 2021b], 4D-GS [Wu et al. 2023], and Deform-GS [Yang et al. 2023a].

(a) TiNeuVox (b) 4D-GS (c) Deform-GS (e) Ground Truth

Figure 7: To distinguish from reconstructions results, we show prediction results in black background. Qualitative results on
real-world scenes. We compare our methods with TiNeuVox [Fang et al. 2022b], 4D-GS [Wu et al. 2023], and Deform-GS [Yang
et al. 2023a]. Our method not only renders highly detailed novel views but also predicts motion close to ground truth. Please
refer to our supplementary video for more comparisons.
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Figure 8: Qualitative results on synthetic dynamic scenes. We compare our methods with TiNeuVox [Fang et al. 2022b], 4D-
GS [Wu et al. 2023], and Deform-GS [Yang et al. 2023a].
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