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People often keep engaging in behaviors that used to be successful in the past but which are knowingly no
longer effective in the current situation, so-called “action slips.” Such action slips are often explained with
stimulus-driven processes in which behavior is caused by a stimulus-response association and without in-
formation about the outcome of the behavior. This process is contrasted with a goal-directed process in
which behavior is selected because it is expected to lead to a desired outcome. Failing to act in line with
changes in the outcome is taken as evidence for stimulus-driven processes. Stimulus-driven processes are
assumed to get installed after overtraining and to be deployed under poor operating conditions. In line with
this, previous research has found that action slips are more likely to occur after extensive training and
when under time pressure. We propose an alternative goal-directed explanation according to which action
slips are caused by a goal-directed process that relies on old, no longer accurate, outcome information. In
the current study, participants learned four stimulus—response—outcome contingencies during a single (i.e.,
moderate training) or a 4-day training schedule (i.e., extensive training). Afterward, two contingencies
were reversed and performance was assessed under time pressure. Results show that after extensive train-
ing, participants not only committed more action slips but also reported more old response—outcome con-
tingencies in line with these action slips. This is consistent with the goal-directed explanation that action
slips result from a reliance on old, no longer accurate outcome information.

Keywords: action slip, goal-directed, habit, operant learning, stimulus-driven

Imagine you have been using the same password to unlock
your computer for a year, but you recently changed it because
your company asked you to. Despite knowing that you have
changed it, you occasionally type in your old password again.
What is characteristic of these behavioral errors is that the

behavior has become insensitive to changes in contingencies
(e.g., entering your old password even though it no longer
unlocks the computer), while the agent knows that the contin-
gencies changed (e.g., you know very well that you have
changed the password). Behaviors like these, which used to be
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successful in the past but are no longer effective today, are
one type of behavioral errors referred to as “action slips”'
(Hardwick et al., 2019).

Dual-Process Account of Action Slips

To explain action slips, researchers typically invoke the opera-
tion of a stimulus-driven process in which a stimulus activates the
association between stimulus and response representations, and
this activation in turn causes the response’: S — [S—R]— R (de
Wit et al., 2012). In the password example, the opening screen
with the request to enter the password (S) activates the link
between a representation of this screen with the representation of
the behavior of typing in the password ([S—R]), and this in turn
causes the entering of the password (R).

The stimulus-driven process is part of a dual-process model in
which it is contrasted with a goal-directed process. In a goal-
directed process, a response is selected based on the expected util-
ities of one or more response options. The expected utility of one
response option reflects the value of the outcome® of the response
multiplied by the subjective response—outcome contingency,
which is the degree to which a person expects that the response
will lead to this outcome (i.e., expectancy). Thus, entering a pass-
word based on a goal-directed process involves a representation of
the value of the outcome of having access to the computer (OY)
and of the contingency between entering the password and having
access to the computer (R—O"). To qualify as a goal-directed pro-
cess, the expected utility of at least one response option should be
processed. If more than one response option is considered, the
expected utilities of these options are compared and the option
with the highest expected utility should be selected.

The crucial difference between stimulus-driven and goal-
directed processes is that the latter relies on representations of out-
come knowledge whereas the former does not. One implication is
that if changes in the actual outcomes take place, the goal-directed
process can take this change into account whereas the stimulus-
driven process cannot. Specifically, it is often assumed that, in the
goal-directed process, the outcome knowledge gets updated, which
leads to a change in the ensuing behavior. Thus, if the old pass-
word is replaced by a new password, the expectancy of unlocking
the computer by typing the old password should turn to zero
([Rog—O"] = 0) while the expectancy of unlocking the computer
by typing the new password should turn to 1 ([Rpew—O"] = 1), and
the person should now choose typing the new password. The stim-
ulus-driven process, on the other hand, has no outcome knowledge
that can be updated, and as a consequence, it cannot lead to an
updating of behavior. Thus, if the opening screen of the computer
is associated with the response to enter the old password, the per-
son should continue entering the old password, that is, commit an
action slip.

Traditional dual-process models endorse a default-interventionist
architecture with regard to the interplay between stimulus-driven
and goal-directed processes (Evans & Stanovich, 2013; Wood &
Riinger, 2016). They assume that stimulus-driven processes are the
default cause of behavior and that it can occasionally be overridden
by a goal-directed process. This architecture is based on assumptions
about the ways in which stimulus-driven and goal-directed processes
get installed and the conditions under which they get deployed. A
common view is that a goal-directed process gets installed during a

“moderate” operant conditioning procedure, in which the selection
of a response in the presence of a certain stimulus is followed by a
valued outcome on a moderate number of occasions. Stimulus-
driven processes, on the other hand, can get installed by the mere
co-occurrence between a stimulus and a response (i.e., Hebbian
learning), but they can also get installed by an “extensive” operant
conditioning procedure, in which the reinforcement of the behavior
is repeated on an extensive number of occasions. This is supposed to
stamp in the stimulus—response association and at the same time to
weaken the response—outcome association so that the outcome of
the behavior is no longer represented (Dickinson, 1985, 2016) or no
longer activated (Tricomi et al., 2009). This type of stimulus-driven
process is typically called a habitual process or habit. For instance,
having entered a password repeatedly in the past creates a strong
association between the opening screen of the computer and the
response to enter that password while representations about the
value and expectancy of having access to the computer are no longer
activated ([S-R—G"]).

Once stimulus-driven and goal-directed processes are installed,
it is further assumed that both processes are deployed under differ-
ent operating conditions. Stimulus-driven processes are assumed
to be computationally simple, involving less complex mental rep-
resentations, and therefore to proceed automatically. This means
that they take place when operating conditions are poor (i.e., when
opportunity, capacity, and/or motivation are low; Moors, 2016;
Moors & De Houwer, 2006). Goal-directed processes, on the other
hand, are seen as more computationally taxing, involving more
complex mental representations, and therefore to be nonautomatic.
This means that they can only intervene to correct stimulus-driven
processes when operating conditions are ample (i.e., when oppor-
tunity, capacity, and/or motivation are high). Thus, the default-
interventionist dual process model predicts a dissociation between
the two processes. Poor operating conditions increase reliance on
stimulus-driven processes, whereas ample operating conditions
allow for the operation of goal-directed processes. This suggests
that poor operating conditions increase the likelihood that behavior
is caused by a stimulus-driven process and hence that action slips
are committed. In the password example, entering the old pass-
word should become more likely under conditions such as time
pressure, mental load, and if the stakes are low.

Taken together, the default-interventionist dual process model
proposes that action slips are caused by a stimulus-driven process.
These are more likely to occur if the behavior was repeated and re-
inforced extensively in the past and when the conditions for
deployment of goal-directed processes are poor.

Probably the strongest evidence for the stimulus-driven expla-
nation of action slips to date comes from a study by Hardwick
et al. (2019), in which sensitivity to a change in outcome contingen-
cies was tested after an extensive operant conditioning procedure.
In an acquisition phase, participants learned how to respond cor-
rectly to four visual stimuli. The four stimulus-response—outcome

It is worth noting that the term “action slips” has been used to refer to
other types of behavioral errors as well (Norman, 1981; Reason, 1990;
Watson et al., 2018).

2 We use the term “response” to refer to changes in the organism that
produce changes in the environment.

3 We use the term “outcome” to refer to consequences of the behavior of
an organism, that is, events that are a function of what an organism does.
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contingencies that were installed in this way were trained either
moderately (1 day) or extensively (4 days). Subsequently, there was
a contingency reversal phase in which the correct responses for two
visual cues were switched while the other two remained the same.
The new contingencies were trained by participants until they were
able to demonstrate sufficient knowledge of the new contingencies.
Finally, in the test phase, participants were presented with the stim-
uli and asked to respond in line with the new contingencies. Partici-
pants were forced to respond at a specific time between 0 and 1,200
ms. This allowed the researchers to compare responding under poor
(i.e., little time) versus ample (i.e., sufficient time) operating condi-
tions. The results indicated that participants in the extensive training
condition only made action slips (i.e., responded in line with the old
stimulus—response—outcome contingencies) when they were forced
to respond under time pressure (300-600 ms), but not when they
had more time (>>600 ms). In the moderate training condition, action
slips were neither observed under time pressure nor when there was
more time. This finding is in line with the assumptions of the
default-interventionist dual process model that action slips occur af-
ter extensive training, when a stimulus-response association had
been formed, and when operating conditions were poor (i.e., time
was scarce).

Importantly, this study demonstrates that participants’ behavior
can be insensitive to a contingency change despite knowing about
this change: Participants were able to demonstrate sufficient
knowledge of the new contingencies after the contingency reversal
but continued to act in line with the old contingencies (i.e., com-
mitted action slips) when these had been overtrained and when
tested under time pressure. Hardwick et al. (2019) have taken the
observed insensitivity to changes in the response—outcome contin-
gencies as evidence for the operation of a stimulus-driven process.
Moreover, the fact that the insensitivity was only observed after
extensive training and when time was scarce was considered to be
in line with the ideas that strong stimulus-driven processes get in-
stalled via overtraining and that they are especially likely to deter-
mine behavior under poor conditions.

A Goal-Directed Account of Action Slips

Despite the popularity of stimulus-driven explanations for sub-
optimal behavior such as action slips, recent theoretical and empir-
ical work has challenged the explanatory power of stimulus-driven
processes (Buabang, Boddez, et al., 2021; De Houwer et al., 2018;
Hogarth, 2020; Hommel & Wiers, 2017; Kruglanski & Szumow-
ska, 2020; Moors et al., 2017). Moors et al. (2017) proposed an al-
ternative dual process model with a parallel-competitive
architecture in which stimulus-driven and goal-directed processes
can both be automatic. Both processes will therefore often operate
in parallel and compete with each other. The model further
hypothesizes that the goal-directed process will often win the com-
petition and therefore will determine behavior. Based on this
model, these authors suggested that previous evidence for the
operation of stimulus-driven processes may be overestimated and
that many cases of supposedly stimulus-driven behavior such as
action slips can be explained on the basis of goal-directed proc-
esses instead. This is possible because there is an asymmetry in
the way in which the two processes are diagnosed (De Houwer
et al., 2018; Dickinson, 2016). If a change in actual outcome val-
ues and response—outcome contingencies leads to a change in

behavior, it is concluded that the behavior was caused by a goal-
directed process. If no change in behavior occurs, on the other
hand, it is concluded that the behavior was caused by a stimulus-
driven process. In other words, the presence of a stimulus-driven
process is inferred from a null-effect. This is problematic. Behav-
ior may still be goal-directed and fail to change for other reasons.

One reason for the insensitivity of behavior to a change in out-
come information regarding one outcome may be that the behavior
is still under the control of another outcome that was not changed
(Moors et al., 2017). In line with this, De Houwer et al. (2018)
provided evidence for the idea that some instances of insensitivity
to changes in outcome values, which were taken as evidence for
stimulus-driven processes (e.g., de Wit et al., 2007), could have
been directed at an outcome other than the one for which the value
was changed. To illustrate this idea, consider the following situa-
tion. A person who wants to stop smoking may be advised to sat-
isfy their goal of having a nicotine rush by applying a nicotine
plaster, thereby allowing the person to reduce the value of nicotine
from smoking cigarettes. However, if the person smokes for other
reasons, such as to be able to do something with their hands during
a conversation, then satisfying the need for nicotine is unlikely to
change the smoking behavior. Thus, the fact that the smoking
behavior did not change after changing one of its outcomes does
not allow one to conclude that it was stimulus-driven.

Another reason, which we assume to be more likely in the case
of action slips like those observed by Hardwick et al. (2019), is
that the behavior may sometimes be under the control of the old
response—outcome contingency even when people realize that this
contingency is no longer valid. So far, researchers have followed
the argument that when behavior is insensitive to a response—out-
come contingency change despite the fact that the person demon-
strates knowledge of this change, the process causing the behavior
must be stimulus-driven (e.g., Vaghi et al., 2019). This conclusion
seems to rely on the implicit assumption that a change in response—
outcome contingencies in the environment results in an adjustment
or overriding of the old contingencies with the new contingencies.
If old response—outcome contingencies are completely overridden
by new ones but the person nevertheless does not act in line with
the new ones, it is inferred that the behavior does not rely on
response—outcome contingencies but instead on stimulus—response
links.

We challenge this assumption. We propose that a contingency
change does not lead to the adjustment or overriding of the old
contingency but instead to the installation of a new contingency,
whereas the old, no longer accurate contingency is retained. Based
on that, action slips may not occur as a result of an absence of
response—outcome contingency processing but as a result of a reli-
ance on information about old response—outcome contingencies
(Moors et al., 2017). In the password example, people may enter
the old password because they sometimes still rely on their expec-
tation that the old password will give them access to the computer.
This proposal is in line with research on extinction of classical
conditioning in which it is shown that people do not unlearn the
original contingency (e.g., tone followed by shock) after breaking
it (e.g., tone without shock), but retain information about the two
trial types (e.g., that tone can occur with and without shock; Bou-
ton, 2002). It is also in line with recent computational models of
memory formation and modification (Gershman et al., 2014,
2017). These models suggest that the significant changes in the
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environment may be more likely to lead to the formation of new
memories rather than the modification of existing memories.

But how does this alternative account handle the observation
that action slips occur more frequently after an extensive operant
conditioning procedure and under poor operating conditions? The
stimulus-driven account assumes that increased training of an
operant conditioning procedure (beyond a certain point) results in
a progressive weakening of the represented response—outcome
contingency until a representation of the outcome is either absent
(Dickinson, 1985; Dickinson, 2016) or no longer activated (Tri-
comi et al., 2009). At this point, behavior causation can occur
without the activation of outcome knowledge. According to the
goal-directed account, by contrast, increased training of an operant
conditioning procedure results in a progressive strengthening of
the represented response—outcome contingency, which increases
the likelihood that information about that contingency is retrieved.
If, after the overtraining, the actual response—outcome contingen-
cies change, the representation of the old, overtrained contingency
is likely to be stronger than the representation of the new, less
trained contingency. This relative difference in strength increases
the likelihood that the old contingency is retrieved before the new
contingency. Coming back to the password example, we assume
that entering a password repeatedly strengthens the expectation
that entering the password gives access to the computer. If after
this extensive training, the password is changed, the contingency
between entering the old password and computer access may still
be stronger and may come to mind faster than the contingency
between entering the new password and computer access. Note
that the assumption that increased training leads to a strengthening
rather than a weakening of memory traces is in line with what we
know about memory in general (Hintzman, 1976) and with Thorn-
dike’s law of exercise, according to which associations get stron-
ger the more often they are used (Thorndike, 1911).

Both the stimulus-driven and the goal-directed accounts of
action slips assume that poor operating conditions, such as a lack
of time, limit the amount of information that can be processed.
This has the important implication that behavior under time pres-
sure is likely to be determined by the mental representations that
are retrieved first. The stimulus-driven account proposes that only
stimulus-driven processes operate automatically and hence influ-
ence behavior more quickly than goal-directed processes. The al-
ternative, goal-directed account, on the other hand, accepts that
goal-directed processes can also operate automatically (Moors
et al., 2017; see Pessiglione et al., 2007). Crucially, we propose
that representations of old, overtrained contingencies are stronger
than representations of newly installed contingencies and are
therefore accessed faster and are more likely to determine behav-
ior, especially when time is scarce. Coming back to the password
example, time pressure makes it more likely that a person relies on
the first contingency that comes to mind. If the expectation that
entering the old password will provide access to the computer
comes to mind faster, the person is likely to act based on that ex-
pectation when pressed for time and thus to enter the old pass-
word. In sum, the goal-directed account proposes that action slips
are not the result of a stimulus-driven process in which stimulus—
response associations drive responding, but instead of a goal-
directed process in which a person strives to obtain a valued out-
come but selects the wrong response based on the retrieval of and

reliance on an overtrained but no longer valid response—outcome
contingency.

The Current Study

The aim of the current study was to pit the goal-directed account
of action slips against the stimulus-driven account. Both accounts
predict that an operant conditioning procedure with extensive
training will lead to an increase in action slips when operating con-
ditions are poor. Importantly, however, the stimulus-driven and
the goal-directed accounts of action slips make different predic-
tions with regard to the retrieval of response—outcome contingen-
cies. The stimulus-driven account predicts that following extensive
training, representations of response—outcome contingencies are
less likely to be retrieved under time pressure. The goal-directed
account predicts the opposite, namely that overtrained response
outcome contingencies are more likely to be retrieved under time
pressure.

To study how practice influences the retrievability of informa-
tion about response—outcome contingencies under time pressure,
we designed a task consisting of an acquisition phase, a reversal
phase, and a test phase (see Figures 1 and 2). In the acquisition
phase, participants completed a series of choice trials to learn
about the contingencies between stimuli, responses, and outcomes.
In each trial, a pair of horizontally arranged doors was presented
in one of four different colors. Participants learned for each col-
ored pair of doors (i.e., stimuli) whether choosing the left or right
door (i.e., behaviors) would yield a diamond or a rock (i.e., valued
and nonvalued outcome). To manipulate the amount of training,
participants were assigned to a moderate (one-day) or an extensive
training condition (four-day). In the reversal phase, two stimulus—
response—outcome contingencies were reversed while the other
two remained the same. Thus, for two pairs of colored doors, the
response that led to the valued outcome was changed to the oppo-
site side. Hence, on reversed choice trials, the correct choice was
opposite to what was correct in the acquisition phase whereas on
unreversed choice trials, the correct choice was the same in all
phases. Each participant had to perform choice trials until demon-
strating sufficient knowledge of the new contingencies. Finally, in
the test phase, participants completed choice trials in line with the
new contingencies. These trials were intermixed with expectancy
trials in which participants were asked to report the currently valid
response—outcome contingencies. In particular, participants were

Figure 1
Experimental Procedure

Training Day 1 Day 2 Day 3 Day 4
Acquisition Reversal Test
100 choice | 100 choice | 100 choice choice 48 choice
Extensive
trials trials trials 40 choice trials trials
trials (criterion- | 64 expectancy
Moderat No traini
oderate o training pased) trials
Note. During the reversal phase, participants performed the task until

they responded correctly for each pair of doors on five consecutive trials,
and contrary to all other phases there was no time pressure.
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Figure 2
Trial Types: Choice and Expectancy Trials

Choice trials
Participants are

informed where
to find diamonds

800ms

response
deadline 500ms
response 1000ms
illustration outcome
illustration
Note.

Expectancy trials

Press  Participants are
X" instructed what to

press when they
press  €Xpect a diamond/
“E”  rock

500ms
response
illustration

500ms
response
deadline

(a) Across all four pairs of doors, the diamond was always twice on the left and twice on the right side.

Choosing the side opposite to the diamond led to a rock. (b) Each choice trial started with a fixation cross and
a white or black frame (randomized across task types for each participant). Participants were presented with a
pair of doors and had to choose a door within the response deadline (800 ms). The choice was followed by a
visual animation of a hand knocking on the corresponding door. Depending on the chosen door, participants
were presented with a diamond or a rock. (c) The allocation of the keys that need to be pressed to indicate that
the expected outcome is a diamond or a rock was randomized for each participant. (d) Each expectancy trial
started with a fixation cross and a white or black frame (randomized across trial types for each participant).
Participants were presented with a pair of doors and the visual animation of a response. The corresponding
door opened, and participants were presented with a question mark. Participants had to indicate the expected
outcome within the response deadline (500 ms). See the online article for the color version of this figure.

presented with a colored pair of doors as well as with a simulation
of a response (i.e., a choice of the left or right side) and they had
to indicate whether, according to the current contingencies, the
response would result in a diamond or a rock. On unreversed expect-
ancy trials, the correct response was in line with the contingency
that was valid during acquisition whereas on reversed expectancy
trials, this was not the case. Importantly, both trial types had to be
executed under time pressure. This allowed us to assess participants’
response—outcome expectancies (on expectancy trials) under the
same conditions as those under which the responses were given (on
choice trials). Performance was only tested under time pressure and
not further contrasted with performance under ample time because
(a) our aim was to test an alternative explanation for action slips and
these are predominantly found under time pressure (Hardwick et al.,
2019) and (b) the stimulus-driven and goal-directed accounts predict
the same pattern of findings when time is ample (i.e., the lack of
action slips and the retrieval of correct contingencies). Therefore, we

cannot conclude, based on this study, whether time pressure is a nec-
essary condition for the reported effects.

Based on the goal-directed account, we made the following con-
crete predictions for choice and expectancy trials in the test phase.
First, we predicted that participants would commit a higher propor-
tion of action slips on reversed compared with unreversed choice tri-
als, and that this difference would be larger for participants in the
extensive compared with the moderate condition. This would indi-
cate that behavior becomes more insensitive to a contingency rever-
sal after extensive compared with moderate training under time
pressure. Such a result would replicate the main finding of Hardwick
etal. (2019) and is also predicted by the stimulus-driven account.

Second, we predicted that participants would make a higher pro-
portion of mistakes on reversed compared with unreversed expect-
ancy trials and that this difference would be larger for participants
in the extensive compared with the moderate condition. This
would indicate that the information about the old contingency is
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still retrieved under time pressure when it has been previously
overtrained. The stimulus-driven account would not make the
same prediction. This account assumes that if participants demon-
strated sufficient knowledge of the new contingencies during the
reversal phase, the old contingencies must have been overwritten
by the new ones. This account would thus not predict that the old
contingency is especially likely to be retrieved under time pressure
when it was previously overtrained.

Finally, we explored whether action slips (i.e., mistakes on
reversed choice trials) are more likely for those individuals for
which the retrieval of old contingencies (i.e., mistakes on reversed
expectancy trials) is more pronounced. An indicator for this would
be a positive correlation between mistakes on reversed choice and
reversed expectancy trials.

Method

Transparency and Openness

We follow the guidelines outlined by JARS (Kazak, 2018) and
report how we determined our sample size, data exclusions, all
manipulations, and all measures. The method, materials, sample
size estimate, inclusion criteria, and analysis plan were preregis-
tered on the Open Science Framework prior to data collection.
This preregistration alongside all data and the analysis code are
available at http://osf.io/c6uh3. The computerized task was pro-
grammed in PsychoPy (Peirce et al., 2019).

Participants

The final sample consisted of 112 participants (56 per condition,
76 men, Age M =24.70, SD = 7.03) collected through the partici-
pant pool of Prolific.co. This target sample size was determined
with a preregistered power analysis conducted with the More-
Power 6.4 software (Campbell & Thompson, 2012), which
showed that this sample size was required to reliably detect an
effect size of m = .068, obtained in a pilot study,* with 80% power
and statistical significance defined at the .05 level. To ensure that
participants had learned the contingencies sufficiently, they were
only included in the analysis if they had at least 60% correct
responses in the acquisition phase. Furthermore, to ensure suffi-
cient data points per participant in the test phase, participants were
also only included in the analysis if they had less than 30% late
responses on choice and expectancy trials in the test phase. We
recruited participants until we had 56 participants in each condi-
tion who met these inclusion criteria. In the moderate training con-
dition, 106 participants completed the study, of which 56 met the
criteria. In the extensive training condition, of the 107 participants
who completed the first day, 88 participants completed all four
days, of which 56 met the criteria. Participants in the moderate
condition were paid 2.50 pounds for their participation. Partici-
pants in the extensive condition were paid 1.70 pounds for their
participation on the first three days and 2.50 pounds on the final
day. To incentivize performance, all participants were paid an
additional bonus of .30 pounds on completion of the experiment.
All participants provided informed consent and the study was
approved by the Social and Societal Ethics Committee at KU
Leuven (G-2020-1714).

Procedure

The experiment was divided into an acquisition phase, a contin-
gency reversal phase, and a test phase (see Figure 1). Throughout
these phases, participants performed two task types, namely a
choice task and an expectancy task (see Figure 2). To distinguish
these two task types, trials for one task had a white frame and those
for the other a black frame. The mapping of task type and frame
color was randomized per participant and stayed the same through-
out the experiment. The acquisition phase consisted only of choice
trials in which participants learned to respond in line with four
stimulus—response—outcome contingencies. The amount of training
was manipulated by assigning participants randomly to a moderate
or an extensive training condition at the beginning of the acquisition
phase. Participants in the moderate training condition completed a
single training session (i.e., 40 trials); those in the extensive training
condition completed four training sessions spread out over four
consecutive days (i.e., 340 trials in total: 100 trials on each of the
first three days, 40 trials on the fourth day). The single training ses-
sion of the moderate condition and the final training session of the
extensive condition consisted of 40 instead of 100 trials to avoid fa-
tigue on the subsequent tasks and because previous research using a
similar task (Hardwick et al., 2019) has shown that an average of
40 trials is sufficient to learn contingency knowledge. Each training
session was divided into five blocks. Thus, participants in the exten-
sive condition had five blocks of 20 choice trials on each of the first
three days and five blocks of eight choice trials on the fourth day.
Participants in the moderate condition had five blocks of eight
choice trials on their only day. On the last day of the extensive
training condition and the only day of the moderate training condi-
tion, the acquisition phase was followed by a contingency reversal
phase with only choice trials. In this phase, half of the contingencies
from the acquisition phase were reversed while the other half
remained unreversed. In the test phase, participants received a mix
of choice and expectancy trials. In this phase, responding on the
choice trials was done in line with the contingencies learned during
the reversal phase. During the expectancy trials, participants indi-
cated the outcome that they expected on the various types of trials.
The design of our study involved a manipulation of the amount of
training that participants received for choice trials (moderate vs.
extensive) between-subjects and the contingency type (unreversed
vs. reversed) within-subjects. A detailed description of each of the
three phases (acquisition, contingency reversal, and test-phase) now
follows.

Acquisition Phase

Participants received choice trials in which they learned to
respond in line with four stimulus—response—outcome contingen-
cies. Their goal was to collect as many diamonds as possible (see
Figure 2 for an illustration). To incentivize performance, partici-
pants were promised a bonus payment on the last day of the study
if they managed to collect a substantial number of diamonds. All
participants who completed the experiment received this bonus
regardless of their performance. Participants first saw a screen
with the four pairs of colored doors (two red, two blue, two green,

4 The procedure of the pilot study was identical to the procedure of the
final study and included 30 participants.
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and two yellow) and which indicated for each pair whether a right
or a left response would lead to a diamond (see Figure 1a). After
this, on each trial, participants were presented with one pair of
same-colored doors, one located on the left and the other on the
right. Participants chose for the left door by pressing left (on the
“I”-key) with the right index finger or for the right door by press-
ing right (on the “P”-key)with the right ring finger. Each choice
was followed by a 500-ms visual animation in which a hand
knocked on the chosen door. Afterward, the chosen door opened
and participants either received a diamond (i.e., valued outcome)
or a rock (i.e., nonvalued outcome). This outcome remained on
screen for 1,000 ms. The mapping of doors and outcomes was
randomized with the restriction that for two pairs of colored doors
the diamonds could be obtained by pressing left and for the other
two pairs of doors they could be obtained by pressing right. The
order of appearance of the doors was randomized, but each door
appeared equally often in each block. At the end of each block,
participants were provided with feedback on how many diamonds
and how many rocks they had collected until then. Furthermore, a
response deadline was installed at 800 ms. If this deadline was
exceeded, the doors disappeared and participants lost the opportu-
nity to receive a diamond or a rock. They nevertheless had to
respond to continue, after which they received a feedback message
stating “Too slow!.” On choice trials, we registered the number of
trials on which a correct response was made, that is, a response
that led to a diamond (i.e., valued outcome).

Contingency Reversal Phase

Participants again received choice trials. These were identical to
the choice trials in the acquisition phase except that the responses
required to receive diamonds were reversed for two pairs of col-
ored doors. Participants were informed about this change with the
help of the screen with the four pairs of colored doors, which indi-
cated for each pair whether a right or left response would lead to a
diamond. As in the study by Hardwick et al. (2019), no response
deadline was installed in this phase to give participants plenty of
opportunity to learn the new contingencies. Further, participants
performed the task until they responded correctly for each pair of
doors on five consecutive trials (i.e., criterion-based learning).
This is the same criterion as used by Hardwick et al. (2019).

Test Phase

Participants received choice trials intermixed with expectancy
trials. The choice trials were identical to those in the contingency
reversal phase except for the following changes. First, participants
no longer received feedback, which means that they no longer saw
whether they received a diamond or a rock. Testing was done
under extinction to avoid any additional learning and thereby
potential differences between participants. Nevertheless, partici-
pants were told that their responses were still recorded, and that
they would receive feedback at the end of the study on how many
diamonds they had collected. Second, participants were again
instructed to respond before the 800-ms response deadline.
Although they did not receive an error message when they had
responded too late, the doors still disappeared after this time and
participants still had to respond to continue to the next trial.

During the expectancy trials, the goal of the participants was to
predict as accurately as possible whether the outcome of a

response was a diamond or a rock (see Figure 2 for an illustration).
On each trial, participants were presented with a pair of doors and
a visual animation of a hand knocking on the left or the right door.
Each response illustration lasted 500 ms and was identical to the
response illustrations displayed on choice trials. Afterward, the
door on which the hand had knocked opened and a question mark
appeared inside the opened door. Participants had to indicate
whether they expected a diamond or a rock behind the opened
door by pressing up (on the “E”-key) with their left index finger or
down (on the “X”-key) with their left thumb. The correct keys to
indicate whether the expected outcome was a diamond or rock
were randomly assigned per participant. The response deadline on
expectancy trials was limited to 500 ms.’ If this deadline was
exceeded, the opened door disappeared and participants lost the
opportunity to respond. They nevertheless had to respond to con-
tinue, after which they received a feedback message stating “Too
slow!.” On expectancy trials, we registered the number of trials on
which a correct response was made. A response indicating dia-
mond/rock counted as correct if a diamond/rock was indeed
assigned to a door. Throughout the test phase, participants per-
formed 48 choice trials intermixed with 64 expectancy trials. The
order of appearance of each trial type was randomized and the
entire phase was divided into four blocks each consisting of 28 tri-
als (12 choice and 16 expectancy trials). Within each block and
each trial type, each pair of doors appeared equally often. Each
pair of doors was also equally often paired with left and right
response animations on expectancy trials in each block.

Practice Phases

To familiarize participants with the trials of the different phases,
a number of practice phases were run prior to each phase. Before
the acquisition phase, participants completed 12 practice choice
trials. Prior to the reversal phase, they completed one practice
block of 16 expectancy trials and one block of 28 intermixed trials
(12 choice and 16 expectancy trials). The trials of these practice
blocks were identical to the trials in the test phase with the only
differences that no contingencies were reversed yet and that partic-
ipants received feedback on their performance. This means that (a)
on choice trials they were shown whether their choice had resulted
in a diamond or a rock (similar to the acquisition phase) and (b) on
expectancy trials, they received feedback about the accuracy of
their prediction about the outcome being a diamond or a rock via
the messages “correct” or “incorrect.”

Results

The analyses were conducted using the R software (R Core
Team, 2021) package rstatix (Kassambara, 2021). For all analysis
of variances (ANOVAs), the sphericity assumption was checked
with Mauchly’s test. Corrected results (Greenhouse-Geisser) are
reported when the sphericity assumption was violated. For the
acquisition phase, only the fourth day of the extensive training

5 The response deadline was 800 ms on choice trials and 500 ms on
expectancy trials. The reason for installing a shorter response deadline on
expectancy trials was that the 500-ms response illustration preceding the
response on expectancy trials allowed for additional response preparation,
thereby increasing the actual time available on these trials. These response
deadlines were determined through additional pilot testing.
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condition and the only day of the moderate condition are reported.
For this phase, the proportion of correct responses was calculated
per block (i.e., across every eight trials). For the test phase, the
proportion of mistakes was calculated across all blocks for choice
trials (i.e., across all 48 trials) and expectancy trials (i.e., across all
64 trials).

Acquisition Phase

To check whether participants learned the contingencies in the
acquisition phase sufficiently, we conducted a mixed-model
ANOVA to analyze the proportion of correct responses with con-
dition (moderate vs. extensive) as between-subjects factor and ac-
quisition block (1 to 5) as within-subjects factor.

The main effect of condition was significant, F(1, 110) = 12.24,
p <.001, ns =.10, indicating that participants in the extensive train-
ing condition (M = .96, SD = .08) made more correct responses than
those in the moderate training condition (M = .91, SD = .14). This
suggests that overall, the former participants learned the contingen-
cies better than the latter, which is not surprising given that the for-
mer already had received 3 days of training before the final
acquisition phase. The interaction between condition and block was
also significant, F(3.38, 372.14) = 3.88, p = .007, ng =.03. Post hoc
comparisons showed that the moderate training condition made less
correct responses than the extensive training condition in the first
block (moderate condition: M = .86, SD = .17; extensive condition:
M = .96, SD = .07), t(110) = —4.24, p < .001, in the second block,
(moderate condition: M = .90, SD = .16; extensive condition: M =
96, SD = .10) #(110) = —2.37, p = .019, and in the fifth block,
(moderate condition: M = .93, SD = .10; extensive condition:
M = .97, SD = .06), 1(110) = —2.09, p = .039. The comparisons
for Blocks 3 and 4 did not reach significance (s < 1.46). This
suggests that the difference in performance between the condi-
tions was larger in early blocks and became smaller over time
(see Figure 3). Although participants in the extensive condition
performed significantly better than those in the moderate condi-
tion, up until the final block, it is worth noting that both groups
reached an accuracy of at least 93%.

Reversal Phase

Participants had to make five consecutive correct responses for each
stimulus during this phase and there was no time pressure. To check
for potential differences in reversal learning performance between the
conditions, we conducted a mixed model ANOVA to analyze the
number of trials with condition (moderate vs. extensive) as between-
subjects factor and contingency type (unreversed vs. reversed) as
within-subjects factor. No effects reached significance (Fs < 1.52).
These results suggest that participants in the moderate (M = 36.60,
SD = 13.70) and extensive condition (M = 39.40, SD = 18.50) required
a similar number of trials to learn the new contingencies.

Test Phase
Choice Trials

To test the first prediction of the goal-directed account, we
conducted a mixed-model ANOVA to analyze the proportion of
errors (i.e., responses other than those required by the contingen-
cies in the test phase) with condition (moderate vs. extensive) as

between-subjects factor and contingency type (unreversed vs.
reversed) as within-subjects factor.

We found a significant main effect of contingency type, F(1,
110) = 52.98, p < .001, m7 = .33, suggesting that participants
made more mistakes on reversed (M = .21, SD = .20) than unre-
versed trials (M = .09, SD = .11). In line with our prediction, the
interaction between condition and contingency type was signifi-
cant, F(1, 110) =21.35, p < .001, ng = .16, indicating that the pro-
portion of errors on reversed compared with unreversed trials was
larger for participants in the extensive condition than in the moder-
ate condition. Post hoc comparisons indicated that participants in
the moderate training condition made more mistakes on reversed
(M = .14, SD = .14) than on unreversed trials (M = .10, SD = .13),
#(55) = 2.53, p = .014. Participants in the extensive training condi-
tion also made more mistakes on reversed (M = .28, SD = .24)
than on unreversed trials (M = .08, SD = .09), #(55) = 7.00, p <
.001. Crucially, the significant interaction effect that we obtained
indicates that the difference between reversed and unreversed tri-
als was larger in the extensive than in the moderate condition (see
Figure 4). In sum, these results indicate that action slips are more
likely to occur after extensive training compared with moderate
training under time pressure, which is in line with previous
research (Hardwick et al., 2019).

Expectancy Trials

To test the second prediction of the goal-directed account, we
conducted a mixed model ANOVA to analyze the proportion of
errors (i.e., responses other than those in line with the contin-
gencies in the test phase) with condition (moderate vs. exten-
sive) as between-subjects factor and contingency type (reversed
vs. unreversed) as within-subjects factor. We found a significant
main effect of contingency type, F(1, 110) = 7.69, p = .007,
My = .07, suggesting that participants made more errors on
reversed (M = .30, SD = .16) than unreversed trials (M = .26,

Figure 3
Acquisition Performance per Condition (Moderate: Day 1, Extensive:
Day 4)

1.0
172]
§ 0.91
o
=%
[
=4
g 0.81 Training Condition
;5: -~ Moderate
‘*2 0.74 -o- Extensive
8
b=
o
=9
2 0.6
=9

0.51

1 2 3 4 5
Acquisition Block

Note. Error bars represent standard errors. See the online article for the
color version of this figure.



This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.

504 BUABANG ET AL.
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SD = .16). In line with our prediction, the interaction between
condition and contingency type was significant, F(1, 110) =
6.91, p < .001, nﬁ = .06, suggesting that the proportion of errors
on reversed compared with unreversed trials was larger for
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.28, SD = .18), #(55) = .11, p = .913. Crucially, in line with the
prediction by the goal-directed account, participants in the
extensive training condition made significantly more errors on
reversed (M = .32, SD = .16) than on unreversed trials (M = .24,
SD = .16), t(55) = 3.57, p < .001. As indicated by the post hoc
comparisons, only the extensive condition made more mistakes
on reversed compared with unreversed expectancy trials (see
Figure 5). In line with the goal-directed account, these results
suggest that old contingencies are more likely retrieved after
extensive training compared with moderate training under time
pressure.

Exploratory Analysis

According to the goal-directed account, action slips occur as the
result of a retrieval of information about old contingencies. In the
current study, action slips occur on reversed choice trials and
the reporting of old contingencies occurs on reversed contingency
trials. However, not every error on reversed trials can be interpreted
as an action slip or the reporting of old contingencies. It is possible
that participants make mistakes for other reasons. By calculating dif-
ference scores between errors on reversed and unreversed choice/ex-
pectancy trials, we can adjust the number of errors on reversed trials
for the number of errors people make on unreversed trials. If action
slips occur owing to the retrieval of old contingencies, participants
who make more action slips (errors on reversed—unreversed choice
trials) should also be more likely to report old contingency informa-
tion (errors on reversed—unreversed expectancy trials). We
explored this relation in two ways. First, we tested whether reporting
of old contingencies is positively correlated with action slips. The
correlation reached significance, p = .43, 95% CI [.27, .57], p <
.001, suggesting that participants who were more likely to retrieve
old contingencies were also more likely to make action slips.® To
further explore the relation between the retrieval of old contingen-
cies and action slips, we tested whether reporting of old contingen-
cies would mediate the effect of training condition on action slips.
As shown in Figure 6, there was a significant indirect effect (B =
.17,95% CI [.03, .35]) of condition on action slips, which was tested

Figure 6
Mediation of Training Condition on Action Slips via Old
Contingencies
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using bootstrapping (5,000 samples). This suggests that the effect of
training condition on action slips was mediated by the reporting of
old contingencies.

Discussion

People sometimes commit action slips, such as entering an old
password despite knowing that the password has changed. What is
characteristic of action slips is that they do not align with known
changes in response—outcome contingencies. Previous research
has found that action slips are likely to occur when a behavior has
been repeated extensively in the past and when a person has to act
under poor operating conditions, such as under time pressure. To
explain action slips, advocates of the stimulus-driven account
(e.g., Hardwick et al., 2019) invoke the operation of a stimulus-
driven process in which behavior is caused by a stimulus-response
association that contains no information about the outcomes of
this response.

In the current study, we put forward the alternative proposal
that action slips are caused by a goal-directed process that involves
representations of old, no longer accurate, contingencies. To test
our alternative explanation, we developed a paradigm with the
aims of (a) replicating the finding that overtraining of a behavior
followed by a contingency change results in actions slips under
time pressure and (b) testing whether information about old, no
longer accurate, but overtrained contingencies are retrieved under
time pressure. In line with previous research, we found that partici-
pants committed more action slips under time pressure after exten-
sive training. Our second finding was that under time pressure,
participants were especially likely to respond in line with the con-
tingencies that were correct prior to the contingency change when
these had been previously overtrained. This finding is in line with
the goal-directed account, suggesting that action slips may occur
because people sometimes act based on a goal-directed process
which involves old, no longer accurate, contingencies. An explora-
tory analysis furthermore showed that the number of action slips
was positively correlated with the extent to which people reported
old contingencies. This suggests that participants who committed
more action slips were also more likely to report the old contin-
gency that was correct prior to the reversal. This strengthens the
goal-directed interpretation of our results.

Reversal learning is one way to assess behavioral flexibility,
which is the ability to adapt behavior in line with changes in the
environment (Brown & Tait, 2010). Inflexibility (i.e., insensitive
behavior) to changes in contingencies is typically explained with
stimulus-driven processes (Balleine & Dickinson, 1998; Dickin-
son, 1998). Tests of behavioral flexibility have a long history (see
Barber & Carter, 2005; for an overview of tasks; see also Eder &
Dignath, 2021). For example, in the Wisconsin Card-Sorting test
(WCST), participants have to respond based on rules that change
throughout the task (Grant & Berg, 1948). In this task, responses
in line with an old rule are considered perseverative errors.
According to our account, the old rule may be retained in addition
to the new rule and preservative errors may occur when individu-
als retrieve and rely on these old rules. Thus, our findings may

6 The correlation between the difference scores also holds after
exclusion of one clear outlier, p = .30, 95% CI [.12, .46], p = .001.
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have implications for the understanding of insensitivity to reversal
learning in various other types of insensitive behavior.

Action slips are one type of behavior for which stimulus-driven
processes have been invoked as the driving mechanism. Although
many action slips such as typing in the old password may be rather
inconsequential, more serious forms of suboptimal behaviors such
as addictions, compulsive behaviors, and unhealthy eating have
also been explained with stimulus-driven processes (Ersche et al.,
2016; Gillan et al., 2016; Pierce-Messick & Corbit, 2021). Follow-
ing the current study, some of these other types of suboptimal
behavior may also or partly be explained by a reliance on old con-
tingencies. Imagine the case of a person who just received the di-
agnosis that they have diabetes. In the past, the person always
drank fresh orange juice to reach the outcome of feeling healthy.
After the diagnosis, the person gained the novel knowledge that to
feel healthy, it is better to drink water. Nevertheless, when the per-
son is at a reception and they are fully engaged in a conversation,
the person may grab the orange juice rather than the water from
the tray.

As such, our findings have widespread implications for under-
standing and changing behavior. In particular, two promising tar-
gets for behavior change may be the storage and retrieval of old
contingencies. Our findings suggest that old contingencies are
stored even though people no longer report them explicitly. Thus,
one fruitful intervention may be to weaken or remove the old con-
tingency from memory, for instance, through reconsolidation in-
terference (Elsey et al., 2018). During reconsolidation, stable
memory traces are retrieved and thereby destabilized, which
allows them to be modified or deleted. It should be noted, how-
ever, that recent debates highlight that the boundary conditions of
effective reconsolidation interference are not well known yet and
that a number of studies failed to find effective reconsolidation
effects (Schroyens et al., 2021).

Our findings further suggest that old contingencies are particu-
larly likely to determine behavior under poor operating conditions
when they have been previously overtrained. Thus, one approach
to limit the influence of old contingencies may be through
strengthening the new contingencies, which would make them in
turn more likely to be retrieved under poor conditions. One way to
strengthen new contingencies is via repetition. Although the stimu-
lus-driven account also recommends repetition of the new contin-
gencies as a way to override old contingencies, this strategy
should only be effective if the repetition is extensive so that a
novel stimulus-driven process is installed that can operate under
poor operating conditions. The goal-directed account not only
takes repetition to strengthen new contingencies but also envisages
other ways to strengthen them—for example, by changing their
vividness via simulation or imagination training (Papies & Barsa-
lou, 2015).

The results of the current study also hold a key implication for
research trying to show that stimulus-driven processes occur under
poor operating conditions whereas goal-directed processes happen
only under ample operating conditions. Studies on action slips
have shown that participants demonstrate sufficient knowledge of
the changed outcome contingencies when processing conditions
are ample but that they do not act in line with this knowledge
when conditions are poor. This has led researchers to conclude
that no outcome knowledge can be activated whatsoever under
poor conditions. This is problematic because our results show that

the use of outcome knowledge under poor conditions may be dif-
ferent from that under ample conditions rather than that it is
absent. Based on this idea, we argue that to investigate whether
behavior under poor operating conditions was caused by outcome
knowledge or not, it is crucial to make sure that outcome knowl-
edge is assessed under the same conditions as the to-be-explained
behavior.

In the current research, we examined the mental processes
underlying action slips, more specifically the role of goal-directed
and stimulus-driven processes. In the literature, stimulus-driven
processes are often called habitual processes. We decided to use
the term stimulus-driven processes to avoid confusion because
researchers sometimes use the term “habit” to refer to mental rep-
resentations (S-R) and sometimes to refer to behavioral effects
(outcome-insensitive behavior; see De Houwer, 2019, for a review
of definitions of habits). Moors et al. (2017) used the term habitual
processes to refer to stimulus-driven processes that are installed
through overtraining. However, as we have shown, overtraining
may in fact not install stimulus-driven processes but instead strong
goal-directed processes. This is in line with recent work, which
has shown that overtraining leads to strong goal-directed processes
in rodents (Garr et al., 2021). Moreover, strong goal-directed proc-
esses have also been invoked to explain addictive behaviors
(Hogarth, 2020). Our findings are also broadly compatible with
the account of Kruglanski and Szumowska (2020) that routinized
behavior (such as brushing one’s teeth) is still goal-driven (i.e.,
based on the mental representation of a valued outcome).

A few limitations of the current study are worth pointing out.
One limitation is that the choice and expectancy tasks each had
only two response options. As a result, incorrect responses on
reversed trials were always in line with the old contingency. A dif-
ference in the number of incorrect responses on reversed trials,
such as between the extensive and moderate training conditions,
may therefore not only reflect responding in line with the old con-
tingency. The same errors could have resulted from other proc-
esses unrelated to the old contingency, such as random guessing.
To test the plausibility of this alternative explanation, we con-
ducted a reanalysis of the data of the study by Hardwick et al.
(2019), which included four response options on each trial. Having
four response options allows to distinguish between action slips
and other types of errors. This reanalysis indicated that after exten-
sive training, participants made more action slips than errors that
do not count as action slips.” This suggests that errors after remap-
ping are indeed more likely owing to responding in line with the
old contingency rather than the result of other processes, such as
random guessing. Although there is no guarantee that this is also
the case in our study, the results of this reanalysis of a conceptu-
ally similar study can be taken as indirect support that the differ-
ence in errors between conditions in the current study are also
attributable to action slips.

Another potential limitation of the current study is that we did
not manipulate time (i.e., we did not contrast performance under
time pressure and ample time). Instead, all trials were performed
under time pressure. This is because the aim of the study was to
provide an alternative explanation for action slips, which are pre-
dominantly found under time pressure (Hardwick et al., 2019).

7 The reanalysis is available at http://osf.io/c6uh3.
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Another reason why we did not include a control condition with-
out time pressure is that the stimulus-driven and goal-directed
accounts of action slips predict the same pattern under ample time.
More specifically, both predict that correct contingencies will be
retrieved and hence that action slips will not be likely. However,
as time was not manipulated in our study, we cannot answer the
question of whether time pressure is a necessary condition for the
reported effects. Previous research already demonstrated that
action slips are more likely to occur under time pressure than
under ample time (Hardwick et al., 2019), but it may also be inter-
esting to investigate the effect of time on the retrieval of over-
trained contingency knowledge in future research. In conjunction
with this, it will be important to address the question of what hap-
pens when multiple contingencies are available to the organism. If
the old contingency is the stronger one, how does the weaker but
correct contingency get to win the competition?

Although our results show that people reported response—outcome
contingencies in line with their action slips when tested under the
same conditions, we cannot be certain that these contingencies
were in fact processed at the time the action slips were made and
that they drove these action slips. Participants were instructed to
report on their contingency knowledge during the expectancy tri-
als, which may have encouraged them to intentionally process the
contingencies. It is possible, however, that at the time at which the
action slips were committed, this contingency knowledge was not
spontaneously processed and therefore did not cause these action
slips. In other words, we cannot conclude with certainty that
observing contingency processing in one task means that the same
contingency was processed during the other task even if the oper-
ating conditions were the same for both tasks. Nevertheless, the
fact that the observed pattern on expectancy trials matched the
observed pattern of action slips on choice trials is strongly conver-
gent with the idea that goal-directed processes can be the cause of
the observed action slips.

One element that appears to be in favor of the idea that the contin-
gency knowledge did drive the action slips is the finding that the
retrieval of old contingencies was positively correlated with the
number of action slips. Although the strong positive correlation
aligns well with the goal-directed explanation that action slips stem
from a retrieval of and reliance on old contingencies, there may be
other factors contributing to this relation. Another element that
appears in favor is that the effect of extensive training on action slips
was mediated via the retrieval of old contingencies. However,
although these results are in line with our account, it is worth noting
that they stem from exploratory analyses.

To conclude, people sometimes keep engaging in a behavior
that used to be successful in the past but which is knowingly no
longer effective in the current situation. Contrary to the widely
held view that such action slips occur when people act in the ab-
sence of expectations, the results of the current study suggest that
people may perform action slips because they sometimes actually
still expect that the behavior would result in the outcome even if
only in a flash of a second.

Context Paragraph

The research described in this article is embedded in a larger
research project on goal-directed causes of suboptimal behaviors.
Behaviors can be considered suboptimal if people do not act in

line with their explicit goals, such as in addiction and psychopa-
thologies. These types of behavior are typically explained with
stimulus-driven or so-called habitual processes, because these
processes do not take information about behavioral outcomes into
account. In our research project, we outline and test alternative
goal-directed explanations for seemingly suboptimal behaviors by
considering factors such as hidden goals or, as in this study, the
reliance on old outcome information. Factors such as these may
make a behavior seem independent of goal pursuit, whereas it is
actually directed at another hidden goal or driven by a no longer
accurate expectation on how to reach a certain goal (for an over-
view see Moors et al., 2017). Identifying these alternative goal-
directed causes for phenomena previously thought to be caused by
stimulus-driven processes has wide implications for behavioral
interventions.
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