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Chapter 1

Introduction

This thesis regards the interconnection between neuroscience and computer technol-
ogy. The human brain, a complex computational system consisting by an estimated
100 billion neurons connected by 100 trillion synapses (Herculano-Houzel, 2012),
represents one of the greatest frontiers in our understanding of ourselves (Cox and
Dean, 2014). Efforts towards research in artificial intelligence (AI) have reached
unprecedented levels during the last years, this progress came mainly from recent
advancements from the deep learning sub-field of research. Deep learning refers to
a particular type of neural networks which present multiple computational layers,
capable of learning representations of data possessing multiple levels of abstraction
(LeCun et al., 2015).

These algorithms take inspirations and mimic features present in biological brains
by the virtue of their brain-like computation. Their ability to emulate human learning
and cognition lead, recently speaking, these neural networks to achieve human-level
performance in many domains spanning through object recognition, image and
video processing, speech recognition, motor control, adversarial games, and many
more (LeCun et al., 2015; Schmidhuber, 2015; Lake et al., 2017). Deep learning
algorithms demonstrate their effectiveness at discovering structures and pattern in
high-dimensional data and proved to be reliably applicable in many domains, like
science, government, business, and many more. Therefore, neuroscientists seek as
well advantages over these neural networks:

• Neuroscientists look to artificial neural networks as a research tool for the inter-
pretation of neurobiological phenomena, to help them to reveal the underlying
processes of the brain.

• Engineers look to neurobiology for new ideas to solve problems more complex
than those based on conventional design techniques.
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A particular type of deep neural networks, called convolutional neural networks,
possess features which are directly inspired by neuroscientific notions of simple cells
and complex cells in visual neuroscience and his structure is reminiscent of the
LGN–V1–V2–V4–IT hierarchy in the visual cortex ventral pathway (Felleman and
Van, 1991; Cadieu et al., 2014; LeCun et al., 2015).

Although history has shown the ups and downs about interest in conjugate
neuroscience and artificial intelligence, nowadays this gap is increasingly thinning.
This growing importance of deep neural networks in neuroscience grants synergic
work to shed light upon how the brain works, and neuroscientists seek to implement
in their research work these neural networks as an effective tool, together with recent
and state-of-the-art neuroimaging tools.

In line with the spirit of this aforementioned integration, the former part of this
thesis introduces to the reader the key components of neural networks and the latter
illustrate the application of deep learning algorithms in neuroscience.

Namely, chapter 2 is a compendium of neural networks features, explaining the
classical algorithms (sections 2.2, 2.5, 2.6) and how the learning takes place (section
2.9).

Chapter 3 explains one of the most used deep neural networks, the convolutional
neural networks, also including a historical section (3.3) where were reported the
principal milestones towards current implementations of these neural networks.

Chapter 4 is a bibliographical survey about the implementation of deep neural
networks in neuroscience, starting from the similarities between these networks and
the human vision system (section 4.1) and progressing through the implementation
of aspects like visual attention (section 4.2) and neuroimaging (section 4.4).





Chapter 2

Building blocks of neural
networks

2.1 Basic introduction of neural networks

As explained in Haykin (2009), a Neural Network is a "massively parallel distrib-
utor processor capable of storing experiential knowledge and making it available
for use". The structure of the network and its learning features resembles those
present in the human brain. Either in a biological and artificial neuron, knowledge is
obtained through a learning process, the information acquired from the surrounding
environment is then stored thanks to the inter-neuron connection strengths (known
as synaptic weights). Therefore, the learning algorithm permits this procedure,
which its function is to modify the network’s synaptic weights in order to attain the
desired objective. This dissertation is focused on a popular paradigm of learning
called supervised learning (or learning with a teacher), this type of learning
involves the application of two sets of labeled examples, called training set and test
set, each set example consists of a unique input signal and a corresponding desired
response.

In the training set, the network is presented with an example or a subset chosen
randomly from this set, the network’s weights are modified accordingly to minimize
the error produced (the discrepancy between the desired response and the actual
response of the network produced by the input signal, see section 2.8). The training
of the network is repeated until reaches a steady state where there are no further
significant changes in the weights. The test set consists of inputs not encountered
during the training process. The ability to generate outputs from this set is therefore
called generalization (see section 2.11).
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2.2 Biological and Artificial neuron comparison

2.2.1 The human nervous system

Arbib (2012) depicts the human nervous system as a three-stage system, the brain
represents the central point of the system, which continually receives information,
perceives it and makes appropriate decisions. Internal (coming from the human
body itself) or external (coming from the environment) stimuli are converted into
electrical impulses by the receptors which convey information to the brain. The
effectors convert the impulses coming from the brain into responses, seen as system
outputs.

Synapses mediate the interactions between neurons and its most common kind
is a chemical one: a synapse converts a presynaptic electrical signal into a chemical
signal and then back into a postsynaptic electrical signal (Sheperd and Koch, 1990).
Plasticity permits the developing nervous system to adapt to its surrounding environ-
ment (Eggermont, 1990; Churchland and Sejnowski, 1992), through the creation of
new synaptic connections between neurons and the modification of existing synapses.
One of the most common types of cortical neuron is the pyramidal neuron. In
the human nervous system, approximately 86 billion neurons are connected with
approximately 1014 - 1015 synapses. Each neuron receives input signals from its
dendrites and produces output signals along its (single) axon, which branches out
and connects via synapses to dendrites of other neurons (Li et al., 2018a).

2.2.2 The artificial neuron

The similarity between biological neuron (left) and the artificial one (right) is
reported in figure 2.1. The first and basic model of an artificial neuron, which sets
the grounding block for future AI research and neural networks development, was
implemented by McCulloch and Pitts (1943).

Figure 2.1: A biological and artificial neuron comparison, taken from Li et al.
(2018a).





2 – Building blocks of neural networks

The McCulloch and Pitts neuron performs a series of mathematical opera-
tions depicted in figure 2.2 (left), some notations are required, to better understand
the underlying functions of the artificial neuron:

A set of inputs xj (x1, x2, ..., xm) are fed into the neuron. Each input has a weight
wkj (wk1, wk2, ..., wkm), a connecting link which determines its strength with a range
between positive and negative real number value.

The adder function is a weighted sum operation, consist of the summing of all
inputs multiplied with their respective weight, it is also referred as a linear combiner
and the result of this operation is called local net uk.

uk =

m∑
j=1

wkjxj (2.1)

The activation function ϕ(·) limits the amplitude of the neuron’s output yk, it is
also referred as a squashing function because it limits the permissible amplitude
range of the output signal to some finite value. The value range depends on which
activation function is used (see section 2.3). In biologically-inspired neural networks,
the activation function mimics the rate of action potential firing in the cell (Hodgkin
and Huxley, 1952).

yk = ϕ(vk) = ϕ(uk + bk) (2.2)

The bias bk has the effect of applying an affine transformation to the output signal of
the neuron, increasing or lowering the net input of the activation function (depicted
in figure 2.2, right). It can be implemented into the neuron as an input x0 with
weight wk0 (wk0 = bk). Therefore, the induced local field vk is defined as:

vk = uk + bk =

m∑
j=0

wkjxj (2.3)

Figure 2.2: McCulloch and Pitts neuron (left) and affine transformation produced
by the bias (right), taken from Haykin (2009).
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Figure 2.3: Three different activation functions.

2.3 The activation function

Figure 2.3 reports the most used activation functions in neural networks:

• Sigmoid function: a nonlinear function which amplitudes the local field of the
neuron j within a range between 0 and 1 (0 ≤ yj ≤ 1).

ϕj(vj(n)) =
1

1 + exp(−avj(n))
(2.4)

a is the slope parameter used to determine the steepness of the curve.

• Hyperbolic tangent function: another form of sigmoidal nonlinear function, can
be viewed as a sigmoid function rescaled and biased to be fit in a range between
-1 and 1 (−1 ≤ yj ≤ 1)).

ϕj(vj(n)) =
exp(vj(n))− exp(−vj(n))

exp(vj(n)) + exp(−vj(n))
(2.5)
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• Rectified linear unit function: relu, an activation function used extensively
on convolutional neural networks (Jarrett et al., 2009; Glorot et al., 2011), it
gives a linear output for all positive values, (or 0 if otherwise). This activation
function does not suffer of the vanishing gradient problem (see section 3.1.2)
which can occur when using sigmoid or tanh functions.

ϕj(vj(n)) = max(0, vj(n)) (2.6)

• Softmax function: also referred as normalized exponential function, it is a prob-
ability distribution function used on the final layer of a classic or prototypical
convolutional neural network architecture (Goodfellow et al., 2016; Liu et al.,
2016a; Rawat and Wang, 2017). Softmax is a function that takes as input
a vector of K real numbers and normalizes it into a probability distribution,
consisting of K-probabilities i.

Each component will be in the interval (0,1), and the components will add up
to 1, so that they can be interpreted as probabilities. Larger input components
correspond to larger probabilities. The softmax function is used to map the
non-normalized outputs to a probability distribution over j predicted different
classes included in the training set.

softmax(zi) =
exp (zi)∑
j exp zj

for j = 1, . . . , K (2.7)
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2.4 Layers in neural networks

The structure and organization of neurons are different between the various neural
network architectures. Neurons are organized in the form of layers :

• Single-layer feed-forward networks: the simplest form of a layered network,
(figure 2.4, left), composed only by an input layer and an output layer of
neurons. The term feed-forward stands for the direction flow of the information:
from the input layer to the output layer but not vice-versa.

• Multi-layer feed-forward networks: an augmented version of the above networks
(figure 2.4, right), with the addition of one or more hidden layers, where this
latter type of layers receives input from the previous layer of neurons and
propagates the output data into the next layer of neurons.

The term deep learning indicates a network composed of more than 2 hidden
layers, hence the term deep. Some algorithms like convolutional neural networks
even contain hundreds of hidden layers.

2.5 The perceptron

Once the idea of the artificial neuron was introduced by McCulloch and Pitts (1943),
in the later years the psychologist Frank Rosenblatt (1958) published an article
which explains the first algorithmically described neural network.

The perceptron is a simple form of a neural network and it is used for classifying
two types of data or patterns which are said to be linearly separable (i.e. data that

Figure 2.4: Single-layer and multi-layer feed-forward network, taken from Haykin
(2009).
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lies on a graph which can be separated into two distinct regions by a hyperplane). Its
structure consists of a single layer of neurons which receive m inputs with adjustable
weights and bias. Its architecture is built around the concept of McCulloch and
Pitts neuron (see section 2.2.2).

The goal of the perceptron is to classify a set of inputs x1, x1, ..., xm into two
distinct classes: C1 if the output y is +1 or C2 if the output y is −1. The activation
function is a hard limiter : if the weighted sum of all inputs is positive the output y
is equal to +1 (or −1 otherwise).

Graphically this classification can be viewed by the mean of a decision boundary
equation, this hyperplane separates the graph space: a point (x1,x2) that lies above
the boundary line is assigned to the class C1, otherwise the point that lies below is
assigned to the class C2 (see figure 2.5).

The equation of the decision boundary is:
m∑
i=1

wixi + b = 0

The major flaw of the Rosenblatt’s perceptron lies where it works best: it
generalizes well only for resolving a problem that is linearly separable (as famously
pointed by Minsky and Papert, 1969), thus it is inherently incapable of making
some global generalizations apart from the aforementioned classification problem.
Minsky and Papert’s book cast a long shadow on neural networks research (also
referred as the first AI winter, see section 3.3.3) up until mid-1980s, where the
multi-layer Perceptron and its backpropagation algorithm (Rumelhart et al., 1986)
gave new life and interest in this research area (see section 3.3.5).

Figure 2.5: Hyperplane as a decision boundary, taken from Haykin (2009).
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2.6 The multi-layer perceptron

Widrow and Hoff (1960), with their Least Mean Squared error algorithm, introduced
the notion of neural network learning via error reduction (the iterative process of
calculating the misclassification error between an output of the neural network and
its desired value coming from the dataset). However, this network uses the same
architecture of the perceptron, hence its limitations.

To overcome these limitations, but retaining the error-reduction concept, a
multi-layer perceptron is introduced. Haykin (2009) highlights three major basic
features of this network:

• The activation function of each neuron is nonlinear and differentiable. The
introduction of a nonlinear function is less constraining than a hard limiter
function like the one used in the perceptron (the function of choice of a multi-
layer perceptron is usually a sigmoid function, see section 2.3).

• The network contains one or more hidden layers put in between the input and
output layers.

• The network exhibits a high degree of connectivity thanks to the greater number
of neurons and their weight connections between them.

An example model of a multi-layer perceptron is depicted in figure 2.6, consisting of
(left to right) an input layer, two hidden layers, and an output layer. This network is
fully-connected, meaning that a neuron in any layer is connected to all the neurons
of the previous layer.

Figure 2.6: A fully-connected multi-layer perceptron with two hidden layers, taken
from Haykin (2009).
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The training process is possible through two distinct phases:

• Forward phase: the input signal is propagated through the network layer-to-
layer up until reaches the output layer and produces a function signal.

• Backward phase: an error signal is generated in the output layer with a loss
function: the comparison between the function signal with the desired response
(see section 2.8). This error signal is backpropagated in opposite direction with
the purpose of modifying the weights, after this phase a new forward phase
starts again and therefore the error signal is reduced iteration by iteration.

The most popular method for training a multi-layer perceptron is the backprop-
agation algorithm (see section 2.9). This term was popularized through the
publication of the seminal book of Rumelhart and McClelland (1986) and giving
birth to the second wave of AI (see section 3.3.5).

The hidden layers are introduced because they act as feature detectors: as the
learning process progresses the hidden neurons begin to discover gradually the
salient features that characterize the training data set. The more the hidden layers,
the more is the generalization achieved (at a cost of computational expense).

2.7 The feed-forward learning

The core of the multi-layer perceptron’s learning lies on the automatic adjustment
of the synaptic weights on the neuron, in accordance with the error signal generated
at the end of the feed-forward phase. Since the multi-layer perceptron operates by
the means of the supervised learning, the training and test datasets T contain the
sample pairs of input data and their desired output.

T = {x(n), d(n)}Nn=1 (2.8)

where x(n) and d(n) represent the vectors contained in the training data set,
respectively the n-th element of input data and its desired output value. To get
an error signal the network must first be trained, this process is made possible
thanks to a series of concatenated function (see figure 2.7 for an overview). During
this feed-forward pass the synaptic weights remain unaltered (they will be adapted
during the later backpropagation phase) and neuron-wise outputs are computed:
the function signals y(n) at neuron j are computed as

yj(n) = ϕ(vj(n)) (2.9)
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where vj(n) is the induced local field and ϕ(·) is the activation function, which limits
the amplitude of the output in a value range depending on which activation function
is used (see section 2.3).
The induced local field vj(n) is often referred as a weighted sum of all the neuron’s
inputs

vj(n) =

m∑
i=0

wji(n)yi(n) (2.10)

m is the total number of inputs (excluding the bias) applied to neuron j. wji(n)

is the synaptic weight connecting neuron i to neuron j. yi(n) is the input signal
of neuron j, it is the output signal which comes from the neuron i of the previous
layer). If neuron j is in the first hidden layer of the network, the index i refers to
the i-th input terminal of the network: hence yi(n) = xi(n).

To recap all the process, figure 2.7 depicts the forward phase of computation:
it begins at the first hidden layer by presenting it with the input vector xi(n) and
terminates at the output layer by computing the error signal for each neuron of this
layer.

yj(n) = ϕ

(
m∑
i=0

wji(n)yi(n)

)
(2.11)

Figure 2.7: The signal graph of the multi-layer perceptron, taken from Haykin
(2009).
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2.8 The loss function

An optimization problem seeks to minimize a loss function: also referred as cost or
objective function. It is a function that maps values of one or more variables onto a
real number, intuitively representing some "cost" associated with the event.

• The mean squared error (MSE) measures the average of the squares of the
errors: the average squared difference between the estimated values and what
is estimated. It is a measure of the quality of an estimator: the closer the
values are towards zero, the better is the estimation. It is typically used in
classical neural networks such as the multi-layer perceptron.

MSE(x, y) =
1

n

∑
i

|xi − yi|2 for i = 1, . . . , n (2.12)

• The cross-entropy loss, also referred as log loss or multinomial logistic regres-
sion, measures the performance of a neural network trained for a classification
task, whose output is a probability value between 0 and 1.

It increases as the predicted probability diverges from the actual label: indicates
the distance between what the network believes this distribution should be
and what the teacher says it should be (Plunkett and Elman, 1997). The
cross-entropy CE(p, q) between two discrete probability distributions p(x) and
q(x) measures how much the predicted value of the currently given distribution
q differs from the true probability value p.

CE(p, q) = −
∑
x

p(x) ∗ log q(x) (2.13)

– Binary cross-entropy loss is used for a binary classification problem between
two classes and represent the cross-entropy with a sigmoid activation
function (see section 2.3).

– Categorical cross-entropy loss is used for multi-class classification and
represent the cross-entropy with a softmax activation function (see section
2.3). Categorical cross-entropy is typically used in convolutional neural
networks because they often use a fully-connected classificator as output
layers.
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2.9 The backpropagation algorithm

The strength of a neural network’s learning consists of the modification and update
of the synaptic weights, so that in the next iteration the error signal is reduced.
The goal of the network is to reduce the global error signal by the means of the
stochastic gradient descent: the term stochastic refers to the random selections
of input samples (instead of selecting them as in the order they appear in the
training set). By lowering the error signal, the network consequently improves its
accuracy rate (see section 2.10).

The graph reported on figure 2.8 (left) explains this correlation: adjusting the
value of the weights (reported on axis X) affects also the value of the error signal
(reported on axis Y). This procedure iterates many times (also referred as epochs)
up until it reaches a point where no significant error changes occur (also called
convergence to a minimum).

This error-reduction procedure is made possible by backpropagating the error
signal throughout the network. The backpropagation phase starts at the output
layer by passing the error signal throughout the network (layer by layer) and recur-
sively computing the local gradient (δ, equation 2.20) for each neuron. This recursive
process permits the synaptic weights of the network to change, in accordance with
an operation called delta rule.

Figure 2.8: Gradient descent graph and backpropagation signal flow, taken from
Caparrini (2017) and Haykin (2009).
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The error signal ej(n) defines how much the function signal yj(n) (produced at
the output neuron j) differs from the desired value dj(n) (the n-th element of the
vector d(n)).

ej(n) = dj(n)− yj(n) (2.14)

The total instantaneous error energy is defined by the sum of all error signals of
the output layer neurons:

E(n) =
1

2

∑
j∈C

e2j(n) (2.15)

where the set C includes all the neurons in the output layer and the
1

2
is included

for calculus purposes (the derivative of a squared value is ∂x2 = 2x).

The weight wji(n) correction, applied by the backpropagation algorithm, is called
delta rule:

∆wji(n) = −η ∂E(n)

∂wji(n)
(2.16)

where η is the learning rate parameter of the backpropagation algorithm. The use of
the minus sign denotes the gradient descent in weight space: the opposite direction
of the error value E(n).

The derivative of the error with respect of the derivative of the weight which has
to be updated, thanks to the chain rule of calculus, can be expressed as a series of
partial derivative operations (refer to figure 2.7 for a better comprehension of the
results of the operations):

∂E(n)

∂wji(n)
=
∂E(n)

∂ej(n)

∂ej(n)

∂yj(n)

∂yj(n)

∂vj(n)

∂vj(n)

∂wji(n)
(2.17)

∂E(n)

∂ej(n)
= ej(n),

∂ej(n)

∂yj(n)
= −1,

∂yj(n)

∂vj(n)
= ϕ′j(vj(n)),

∂vj(n)

∂wji(n)
= yi(n)

∂E(n)

∂wji(n)
= −ej(n) ϕ′j(vj(n)) yi(n) (2.18)

The inclusion of equation 2.18 in equation 2.16 updates the delta rule as:

∆wji(n) = ηej(n) ϕ′j(vj(n)) yi(n) (2.19)
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The product of the corresponding error signal ej(n) of neuron j and the derivative
of its activation function ϕ′j(vj(n)) is defined as local gradient :

δj(n) =
∂E(n)

∂vj(n)
=
∂E(n)

∂ej(n)

∂ej(n)

∂yj(n)

∂yj(n)

∂vj(n)
= ej(n) ϕ′j(vj(n)) (2.20)

Therefore, integrating equation 2.20 in equation 2.19 yields:

∆wji(n) = ηδj(n)yi(n) (2.21)

The weight update rule of the successive adjustment (n+ 1) applied to the synaptic
weight wji can be expressed as:

wji(n+ 1) = wji(n) + ∆wji(n) (2.22) Weight

correction

∆wji(n)

 =

learningrate

η

×
 local

gradient

δj(n)

×
input signal

of neuron j,

yi(n)



The local gradient δj(n) depends on whether neuron j is an output node or a
hidden node:

• If neuron j belongs to the output layer, the error signal ej(n) can be straight-
forwardly calculated using equation 2.14, therefore, δj(n) equals to:

δj(n) = ej(n) ϕ′j(vj(n)) (2.23)

• If neuron j belongs to a hidden layer, the desired response dj(n) cannot be
directly accessible (since neuron j is a hidden node), therefore δj(n) equals to
the product of the associated derivative ϕ′j(vj(n)) and the weighted sum of
the local gradient δk, computed for the neurons k in the next hidden or output
layer :

δj(n) = ϕ′j(vj(n))
∑

k in the next layer

δk(n) wkj(n) (2.24)

Figure 2.8 (right) shows graphically the signal flow of equation 2.24
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2.10 Gradient descent improvements

2.10.1 Learning rate of neural networks

To find the lowest value of signal error and to converge up to a point where no signif-
icant changes in error occur (the global minimum), the backpropagation algorithm
approximates this trajectory in the weight space, this is referred as the method of
steepest descent.

The learning rate η has a profound influence on this behavior of convergence and
figure 2.9 shows two distinctive cases:

• If η is small, the weights change from one iteration to the next will be slow
(and the trajectory in weight space will be smoother).

• If η is large, the learning speeds up but at the cost of an unstable weights
update. The trajectory in weight space will follow an oscillatory or unstable
path.

2.10.2 Gradient descent and its variants

Recalling from Ruder (2016), gradient descent minimizes an objective function J(θ)

by updating its parameters in the opposite direction of the gradient of the objective
function ∇θJ(θ) (with respect to the parameters). The learning rate η determines
the size of the steps adopted to reach the convergence towards a local minimum.

Figure 2.9: Steepest descent using a small and large learning rate, taken from
Haykin (2009).
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Gradient descent variants differ in how much data is used to compute the gradient
of the objective function:

• Batch gradient descent : computes the gradient of the cost function with
respect to the parameters θ for the entire training set data. This method is slow
and intractable for large datasets, since the gradient is calculated to perform
the update in just one take, also not allowing to update the model online (i.e.
with new examples on the fly).

θ = θ − η · ∇θJ(θ) (2.25)

• Stochastic gradient descent : performs a parameter update for each training
example x(i) and label y(i), performing one update at a time (online learning).
Stochastic gradient descent performs frequent updates with a high variance
that cause the objective function to fluctuate heavily, enabling it to converge to
a better local minimum (Ruder, 2016). If the learning rate is slowly decreased
the stochastic gradient descent shows the same convergence behavior as batch
gradient descent, otherwise, due to his oscillatory nature, it could complicate
convergence to the exact minimum.

θ = θ − η∇θJ(θ;x(i); y(i)) (2.26)

• Mini-batch gradient descent : splits the training dataset into small batches
of n training examples and performs an update for every mini-batch, reducing
the variance of the parameter updates and leading to a more stable convergence.

θ = θ − η∇θJ(θ;x(i:i+n); y(i:i+n)) (2.27)

Mini-batch gradient descent is the most commonly used implementation of
gradient descent, since it seeks to find a balance between the robustness
of stochastic gradient descent and the efficiency of batch gradient descent
(Brownlee, 2017).
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2.10.3 Momentum

Momentum helps to accelerate the gradient descent towards relevant directions and
dampens unstable oscillations (Polyak, 1964; Qian, 1999), adding a momentum term
γ to the update vector of the past time step vt−1 and added over to the current
update vector vt:

vt = γvt−1 + η∇θJ(θ) (2.28)

This momentum term increases for gradients pointing in the same direction
and reduces for gradients which change directions, granting faster convergence and
reduction of oscillations. Figure 2.10 shows the application of the momentum term.
The inclusion of momentum is useful to avoid unstable behavior and increase the
learning rate process, granting many benefits:

• If the direction towards convergence proceeds with a steady downhill direction,
the momentum tends to accelerate this process.

• If the direction towards convergence proceeds with an unstable oscillation, the
momentum has a stabilizing effect property.

• The momentum term may also have the benefit of preventing the learning
process from terminating in a shallow local minimum on the error surface
(which prevents the network to reach a better global minimum).

2.10.4 Nesterov accelerated gradient

The Nesterov accelerated gradient was introduced by Sutskever et al. (2013) and it is
inspired by the works of Nesterov about the accelerated gradient method (Nesterov,
1983, 2013). With respect to the standard momentum term γvt−1, the Nesterov
accelerated gradient performs a better gradient descent by computing θ − γvt−1,
which gives an approximation about where the next parameter θ could be located.

vt = γvt−1 + η∇θJ(θ − γvt−1) (2.29)

Figure 2.10: Adding a momentum term, taken from Du (2017).
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Figure 2.11 depicts the benefits of the Nesterov accelerated gradient over standard
momentum (the blue vector): the red vector is the correction applied by the Nesterov
accelerated gradient to the brown vector, which the final vector is the green one.

2.10.5 Adagrad

Adagrad (short for ADAptive GRADient, Duchi et al. 2011) adapts the learning
rate η of each model parameters, which is inversely proportional scaled to the square
root of gt, the sum of all of their past squared values (Goodfellow et al., 2016).
When a parameter is associated with frequent features, Adagrad performs smaller
updates using a lower learning rate, otherwise performs larger updated using a
higher learning rate.

θt+1 = θt −
η√
gt + ε

� gt (2.30)

The main benefit of Adagrad lies on its adaptive learning rate but suffers from its
gradual reduction up to an infinitesimally small value (caused by the accumulation
of the squared gradients in the denominator, Ruder 2016).

2.10.6 Adadelta and RMSprop

Adadelta, an extension of Adagrad introduced by Zeiler (2012), aims to resolve the
monotonical learning rate decrease of Adagrad. Unlike in the Adagrad algorithm
(where all the past squared gradients are stored and accumulated) in Adadelta the
sum of gradients is restricted to a fixed size and recursively defined as a decaying
average of all past squared gradients (Ruder, 2016). Therefore, the running average
at a time step depends only on the previous average and the current gradient. RMS

represents the Root Mean Squared error criterion of the gradient g.

θt+1 = θt −
RMS[∆θ]t−1
RMS[g]t

gt (2.31)

Figure 2.11: Nesterov accelerated gradient, taken from Hinton et al. (2014a).
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A similar algorithm was also introduced by Hinton et al. (2014b) under the name
of RMSprop, which they have been developed independently to issue the diminishing
learning rate of Adagrad (Ruder, 2016).

2.10.7 Adam

Adam (short for ADAptive Moment estimation, Kingma and Ba 2014) features are
inspired from momentum, Adadelta, and RMSprop (Ruder, 2016).

This algorithm stores momentum changes for each parameter separately, combin-
ing the storage of the exponentially decaying average of the past square gradients
(the first moment vt, like Adadelta and RMSprop) and the past gradients (the
second moment mt, like the momentum term).

m̂t =
mt

1− βt1
(2.32)

v̂t =
vt

1− βt2
(2.33)

Hence the name of this algorithm, mt is the estimate of the mean of the gradients
and vt is the estimate of the un-centered variance of the gradients. The Adam
parameter update is similar to the ones implemented in Adadelta and RMSprop:

θt+1 = θt −
η√
v̂t + ε

m̂t (2.34)
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2.11 Generalization property and neural networks
improvements

Whenever a biological system encounters a new situation it records the related
responses, outcomes, and what new situations arose as a result. This ensures that
the system keeps all the information in order to be referred back to in the future,
detects regularities and eliminate redundancies. In this way, the system reaches
a generalization where a less-complex sequence can achieve the same goal (Klahr,
1982; Siegler, 1991).

Once trained over a training set of data, a neural network is said to generalize
well when the input–output mapping is also correct with inputs coming from the
test set, never seen before by the network. Generalization is the ability of the
neural network to perform well towards previously unobserved inputs (Goodfellow
et al., 2016). A good measure of this feature lies on the difference between the error
produced from the training set learning and the one from the test set: the test error
should be greater than or equal to the expected value of training error. If not, table
2.1 shows different behaviors that can occur:

• The first column shows a poor generalization feature of the network, this is
referred as underfitting.
The error of the training set is almost identical to the test set error.

• The center column shows a good generalization, the network produces a correct
input–output mapping even when the input of the test set is slightly different
from the examples of the training set.
The error of the training set is slightly lower than the test set error.

• The last column shows the opposite effect: the network learns too many in-
put–output examples, this effect is called overfitting and the ability to generalize
is impaired.
The error of the training set is much lower than the test set error.
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Underfitting Robust Fit Overfitting

Table 2.1: Generalization examples, adapted from Amidi and Amidi (2018).

2.11.1 Data augmentation

One of the causes of overfitting is the lack of enough number of training data
available, hence the model has poor generalization performance. If the training set
cannot be augmented with new data, one solution could be reusing the existing data
available via random transformation to generate new data. Data augmentation is
considered as a regularization technique and it is done dynamically during training
time over training data Dertat (2017): common image transformations are rotation,
shifting, resizing, exposure adjustment, contrast change, etc.

2.11.2 Batch normalization

Normalization of the input layer by adjusting and scaling the activations of the
previous layer at each batch: this technique applies a transformation that maintains
the mean activation close to 0 and the activation standard deviation close to 1.
Thanks to this data whitening the responses are all in the same range with zero
mean, helping the next layers not to learn input data offsets, improving speed,
performance, and stability of artificial neural networks (Ioffe and Szegedy, 2015;
Culurciello, 2017).
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2.11.3 Regularization methods

Also referred as weight decay, it’s the most common form of regularization which
heavily penalizes peaky weight vectors, to prefer diffuse weight vectors (Li et al.,
2018a). This regularization technique encourages the network to use all of its inputs,
rather than use often some of it.

For every weight w in the network, a regularization strength term is added.
During gradient descent parameter update, using the regularization term ultimately
means that every weight is decayed linearly towards zero.

• L1 regularization, also referred as lasso regression, adds an absolute value of
the magnitude of coefficient λ

∑p
j=1 βj as penalty term to the loss function.

Lasso regression shrinks the less important coefficient of the feature to zero,
removing some feature altogether, and works well for feature selection in case
of a high number of features available. But if λ has a very large value then it
will transform coefficient values to zero, leading to underfitting.

• L2 regularization, also referred ad ridge regression, adds a squared magnitude
of coefficient λ

∑p
j=1 β

2
j as penalty term to the loss function. This technique

works very well to avoid over-fitting issue but if λ has a very large value then
it will add too much weight, leading to underfitting.
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2.11.4 Dropout

Dropout (Srivastava et al., 2014) is the most popular regularization technique and
used to prevent overfitting, at each iteration a neuron is temporarily disabled with
probability p (by multiplying its output value by zero), as shown in figure 2.12.

The dropped-out neurons are resampled with probability p at every training step,
therefore a dropped-out neuron at one step can be active at the next one (Dertat,
2017). The hyperparameter p is the dropout rate and has typically a 0,5 value
(corresponding to 50% of the neurons being dropped out). Dropout prevents the
network to be too dependent on a small number of neurons, therefore forces every
neuron to be able to operate independently.

Dropout can be applied to input or hidden layer nodes during training. It is very
computationally cheap but because it is a regularization technique, it reduces the
effective capacity of a model (Goodfellow et al., 2016). To offset this effect the size
of the model must be increased (using, for example, data augmentation).

A spatial version of dropout performs the same function as standard dropout
but drops entire 1D-2D-3D feature maps instead of individual elements. If adjacent
frames (1D-2D) or voxels (3D) within feature maps are strongly correlated, typical
in early convolution layers, the learning rate decreases. Therefore, spatial dropout
helps to promote independence between feature maps.

Figure 2.12: Dropout regularization technique, taken from Srivastava et al. (2014).





Chapter 3

Convolutional neural networks

Convolutional Neural Networks (LeCun et al., 1989a) represent one of the most
successful Deep Neural Networks architectures which gave rise of popularity and
interest among the Artificial Intelligence field of study. The term "deep" refers to
its internal architecture composed of more than two hidden layers (hence, models
like the multi-layer perceptron are commonly referred as shallow neural networks).

Convolutional neural networks are commonly applied to visual imagery analysis
and learn high-level and abstract representations from raw data by stacking hier-
archical layers of neurons, relying on a matrix-multiplication called convolution (a
specialized kind of linear operation) and it is mostly used in image classification,
where spatially-coherent input data has a known, grid-like topology (Goodfellow
et al., 2016).

Convolutional neural networks are inspired by biological processes and connectiv-
ity pattern of the mammalian visual cortex: both systems respond to stimuli only
in restricted regions called receptive fields, the entire visual field is covered thanks
to the overlapping of these receptive fields (see section 4.1).

A convolutional neural network trained for image classification takes as input
the image pixels (representing the first layer), the subsequent hierarchical layers
capture progressive simple-to-abstract representations of the image, and the output
layer serves as a classifier.
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Figure 3.1 gives an example of how a convolutional neural network correctly
classifies the object in the image as a person: The first layer takes as inputs the raw
data consisting of image pixels.

• The first hidden layers detect simple relation-parts like edges, lines, curves, etc.

• The detection is progressively more complex and abstract towards the identifi-
cation of object parts like eyes, ears, arms, hair, etc.

• The final layers of a convolutional neural network detect the whole-part rela-
tionships to correctly classify the image as a person.

Convolutional neural networks work with images which contain a spatial coherence.
Elements of the image form relation parts and the translational-invariance property
of the neural network keep the detection of these parts even if they are subject
to change. Invariance means that object properties detected by the convolutional
neural network can be maintained and re-detected even in the presence of image
rotation, translation, etc.

Figure 3.1: A scheme on how a convolutional neural network works, taken from
Goodfellow et al. (2016).
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As listed below, using convolutional neural networks grant several benefits over
using multi-layer perceptrons, both in terms of better generalization properties and
strong connections/weights reduction (Goodfellow et al., 2016):

• Sparse interactions : neural networks use matrix multiplications to process data,
these operations are computed differently between traditional and convolutional
networks:

– In traditional neural networks, every output unit interacts with every input
unit: the network is fully-connected.

– In convolutional neural networks, the information is processed locally since
the convolution operation involves generally a kernel of a smaller size than
the input matrix.

I.e. for an image processing task, a multi-layer perceptron, given its fully-
connected nature, has a connection and weight for each pixel of the input
image. A convolutional neural network, on the other hand, when processes
a specific portion of the image, uses only the local weights and connections.
Therefore, computing the output requires fewer operations, which both reduces
the memory requirements of the model and improves its statistical efficiency.

• Parameter sharing : refers to the use of the same parameter for more than one
function in a model.

– In traditional neural networks, each weight is used once to compute the
output of a layer.

– In convolutional neural networks, the weights are stored in a kernel, which
will be used throughout every position of the input.

Thanks to the parameter sharing, the convolution is dramatically more efficient
than dense matrix multiplication of multi-layer perceptrons.
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3.1 Convolutional neural networks architecture

A convolutional neural network model can be thought of as a combination of
hierarchically structured layers, grouped into feature extraction and classification
layers (Dertat, 2017).

The feature extraction layers detect semantic parts of an image (i.e. in
figure 3.2, given an image of a car, they detect features like wheels, lights, windshield,
etc.), the first layers detect edges, the next layers combine them to detect shapes,
up to the following layers where they merge this information to infer that the image
represents a car. The network doesn’t have prior knowledge about what is a car
wheel or how it’s made of, but it learns to detect that as a feature by processing
a usually extensive training set. This process is made possible by the integration
of layers which compute different functions: convolutional layers (section 3.1.1),
activation layers (section 3.1.2) and pooling layers (section 3.1.3). The input layer
represents the image pixels, and the intermediate layers use local connections and
shared weights. Local and shared connections make neurons processing, in the same
way, on different portions of the image. The passage of the input data through
layers of convolution and pooling creates a bi-pyramidal effect (LeCun et al., 1995):
at each layer of the neural network, comparing to the previous one, the number
of feature maps increases while the spatial resolution of the layer decreases (see
section 3.2). This concept of alternating the convolution and pooling layers was
inspired by the work of Hubel and Wiesel (1962, 1977) on locally sensitive and
orientation-selective neurons of the cat’s and macaque’s visual cortex (section 4.1).

The classification layers are typically used in classical convolutional neural
networks architectures and act like a multi-layer perceptron (they are also referred
as fully-connected layers) and the final layer assigns a probability score by using a
softmax function, in order to correctly classify the images (section 3.1.4).

Figure 3.2: Architecture of a convolutional neural network, taken from Dertat
(2017).
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3.1.1 Convolutional layer

Convolution is a mathematical operation between two multidimensional matrices,
defined as tensors : an input matrix (the input data, the blue matrix of figure 3.3)
and a kernel (the parameters adapted by the learning algorithm, the green matrix
of figure 3.3). The output of this operation is referred as a feature map (the red
element blocks of figure 3.3).

The convolution is an element-wise matrix multiplication (also known as Hadamard
product) between the input and the kernel, the result is added and stored in the
feature map: starting from the first element the filter slides over the input matrix.
The rate of this slide is referred as stride and the area where the convolution takes
place is called receptive field.

• Starting from the left image of figure 3.3, the blue matrix is the input and the
green one is the kernel filter.

• The other images of figure 3.3 show the convolution done on the first receptive
field of the input matrix, where the output of this operation is stored on the
feature map colored in red.

• The left image of figure 3.4 show how this operation is done in a tensor: it has a
size of W×H×D (Width×Height×Depth). Since the input image is usually in
color, the input size of figure 3.4 is 32×32×3, whereas the depth 3 corresponds
to the RGB color channels.

• The depth of the feature map is determined by how many filters are used for
the convolution operation: in the right image of figure 3.4 the feature map size
is 32×32×10 since 10 different filters to detect different features in the image
were used.

The convolution operation for each filter is performed independently.

Figure 3.3: The convolution operation in a matrix, taken from Dertat (2017).
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Figure 3.4: The convolution operation in a tensor, taken from Dertat (2017).

Stride specifies how much the filter moves along each step over the input, in
the example reported on figure 3.3 the stride is 1 but its value can be adjusted
accordingly. Bigger strides help to reduce overlapping between the receptive fields,
but it reduces the feature map size with the risks of skipping potential feature
locations and detection.

To overcome a reduction in size of the output matrix (the feature map) the
solution is padding over the input with zeros, this operation is called zero padding
and guarantees the exact dimensionality between the input and the feature map.
Without this feature, the representation width shrinks by one pixel less than the
kernel width at each layer, zero padding the input allows us to control the kernel
width and the size of the output independently (Goodfellow et al., 2016).

3.1.2 Activation layer

After the convolutional layer, the feature map is run through a nonlinear activation
function, this stage is sometimes called the detector stage (Goodfellow et al., 2016).
Recalling from section 2.3 the rectified linear unit is the activation function of choice
for a convolutional neural network (Jarrett et al., 2009; Glorot et al., 2011), giving
a linear output for all positive values or 0 if otherwise.

Using the relu function leads to sparse activations: parts of the neurons are
not activated and this can confer great robustness. The relu activation function
is used primarily to overcome the vanishing gradient problem: it occurs in the
backpropagation phase in deep neural networks using the sigmoid as the activation
function. During the application of the derivation chain rule, the use of the sigmoid
function leads to multiplying many terms which reduce a lot of gradient values: since
the sigmoid derivative is typically < 1, this multiplication will result progressively
towards a minimization tendency to zero, hence the vanishing gradient.
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3.1.3 Pooling layer

Also referred as subsampling layer, the pooling function further modify the feature
map, replacing the output net with a summary statistic of the nearby outputs
(Goodfellow et al., 2016). The max pooling (Zhou and Chellappa, 1988) operation
reports the maximum output within a rectangular neighborhood, thus reducing the
dimensionality and the number of parameters (which both shortens the training
time and prevents overfitting). Pooling layers downsample each feature map in-
dependently, reducing the height and width, keeping the depth intact (Dertat, 2017).

An example of this subsampling is reported on figure 3.5 where an input 4×4
matrix, with a 2×2 max pooling and stride 2, is reduced to a 2×2 output matrix:
only the highest value of the correspondent colored cells is stored on the output
matrix.

Pooling helps to maintain the representation invariant to small input translations:
invariance to translation means that if input translates by a small amount, the
pooled output doesn’t change. Invariance to local translation is useful when it is
more important to know whether a feature is actually present, rather than know
exactly where it is (Goodfellow et al., 2016).

Spatial invariance represents a critical component of the theory of ecological
perception (Gibson, 2014). The highly variable dynamic flux of visual stimulation is
produced by changes in the world or by changes in viewing position. Characteristics
which remains constant are the invariants of the optic array: picked up by direct
perception and specify affordances to the perceiving agent. What is invariant in an
optic array is the relationship between two of its varying components: they may
vary but the relationship does not (see section 4.1).

Figure 3.5: The max-pooling operation, taken from Dertat (2017).
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3.1.4 Fully-connected and output layer

Passing through the aforementioned convolutional and pooling layers, the input
data decreased in spatial resolution but increases in features detected. Towards the
end of the convolutional neural network architecture, thanks to this bi-pyramidal
effect, the layers can be treated as a multi-layer perceptron for the classification task.

The output of the final pooling layer is flattened to a vector which becomes the
input to the fully-connected layers: a passage from a three-dimensional matrix to a
one-dimensional vector (Dertat, 2017).

The final layer of a classic or prototypical convolutional neural network archi-
tecture, used as the output of a classifier, relies on the exponential normalization
function: the softmax function (Goodfellow et al. 2016; Liu et al. 2016a; Rawat and
Wang 2017, see section 2.3).

3.1.5 Convolutional neural network hyperparameters

The hyperparameters (which are those values which are set before the learning
process begins) are essentially four: number of filters, filter size, stride and the
implementation of padding.

Figure 3.6 highlights the stacked layers of a convolutional neural network and
its general architecture for image classification task. The input is represented by
227×227×3 images and the number of feature maps increases moving towards the
softmax output (represented by 1000 classes). Layers 1 to 5 include a combination
of convolutional, activation and pooling layers, with variable stride (stride 4 in the
first convolutional layer and then stride 1 for the others) and kernel filters (with
dimensions ranging from 11×11 to 3×3). Layers 6 and 7 are fully-connected.

Figure 3.6: Layers of a convolutional neural network: the numbers indicate the
image size and related features, taken from Babenko et al. (2014).
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3.2 Visualizing convolutional neural network fea-
tures

Dertat (2017) shows examples of what a convolutional neural network "sees":
convolution feature maps (left to right) of the first layers retain most of the image
information, acting usually as edge detectors and lower-level feature detection. Then
they gradually show more abstraction and high-level representation of the image.

Figure 3.7: Feature maps, adapted from Dertat (2017).

First convolution kernel filters (left to right) mostly detect colors, edges, and simple
shapes. In the deeper sections of the network, the filters build on top of each other
and learn to encode complex pattern.

Figure 3.8: Kernel filters, adapted from Dertat (2017).

The convolutional neural network property of decomposing the visual input space
(as a hierarchical and modular network of convolution filters) grants the probabilistic
mapping, occurring at the final layers of the network, between certain combinations
of the aforementioned filters and a set of arbitrary labels (Chollet, 2016). Figure 3.9
shows that, given a particular output class, every example shows an image that
maximally represents its specific class: an object appears several times in the image
because of the higher-class probability.

Figure 3.9: Output classes, adapted from Dertat (2017).
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3.3 History and evolution of neural networks

The scope of this section is to illustrate an overview of how neural networks have
evolved drastically over the course of time. This section is focused on explaining
the major steps towards the current state-of-the-art deep learning architectures.

For the sake of keeping arguments as much as possible in line with this thesis many
architectures will be omitted, for a complete survey and review see Schmidhuber
(2015); Wang and Raj (2017).

3.3.1 1943: McCulloch & Pitts artificial neuron

McCulloch and Pitts (1943), in order a neurophysiologist and a mathematician,
introduced and modeled in 1943 the first artificial neuron, a precursor of future
neural networks.

Their model (see section 2.2.2) is built as electrical circuits and it is a linear step
function upon weighted data, recognizing two different categories of inputs. The
function completely prevents excitation of the neuron if the input is inhibitory. The
weights are fixed and assigned with manual calculation (Wang and Raj, 2017).

3.3.2 1958-1960: Perceptron and ADALINE

Rosenblatt (1958) introduced in the 1950s the perceptron (see section 2.5): the
first model where the weights are learned and defines the category outputs, given
examples of inputs from each category (Goodfellow et al., 2016).

Widrow and Hoff (1960) introduced ADALINE: adaptive linear element. Similar
to the perceptron, this architecture uses stochastic gradient descent as a training
algorithm for weights adaptation.





3 – Convolutional neural networks

3.3.3 1969: The AI winter

Minsky and Papert (1969) highlighted the limitations of linear models: the percep-
tron and ADALINE, since they’re limited to represent linear boundaries, cannot
learn correctly non-linear functions like the XOR function. These flaws caused a
backlash against interests on neural networks up until the 1980s.

3.3.4 1980: Neocognitron

Kunihiko Fukushima (1975, 1980) introduced the Cognitron and Neocogniton, a
biologically-inspired neural network which is generally seen as the model that inspired
convolutional neural networks (Wang and Raj, 2017). The model architecture of
the Neocognitron (figure 3.10) takes inspiration from the works of Hubel and Wiesel
(1959, 1962) on the structure of the mammalian visual system explained in section
4.1 (Rawat and Wang, 2017):

• Neurons in different stages of the primary visual cortex respond strongly to
specific stimulus patterns while ignoring others. The visual cortex consists of
simple cells having local receptive fields and complex cells invariant to shifted
or distorted inputs, these cells are arranged hierarchically.

• Repeated stacks of two kinds of layers compose this neural network.

– The Simple-cell layers serve as a feature extractor, where each cell is
responsive to a particular feature presented in its receptive field.

– The Complex-cell layers serve as structured connections to organize the
extracted features.

Local features (i.e. edges in particular orientations) are extracted in lower
layers while global features are extracted in higher layers.

Figure 3.10: Neocognitron architecture, taken from Fukushima (2003).
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3.3.5 1989-1990s: Connectionism and the backpropagation

This renewed interest upon neural networks emerged in great part via a movement
called connectionism or parallel distributed processing (Rumelhart et al., 1985;
McClelland et al., 1988). The central idea in connectionism is that a large number
of simple computational units can achieve intelligent behavior when networked
together, unlike using symbolic models where were difficult to explain in terms of
how the brain could actually implement them using neurons (Goodfellow et al., 2016).

The use of backpropagation (section 2.9, Rumelhart et al. 1986; LeCun 1987)
successfully applied upon the first convolutional neural networks (LeCun et al.,
1989b, 1990, 1998) shows with promising results, using the MNIST handwritten
digits dataset which over time has become one of the benchmark datasets and it is
still used today.

3.3.6 1998: LeNet5

The first convolutional neural network, LeNet5, was implemented by LeCun et al.
(1998), after previous successful iteration since 1988. Its architecture is inspired by
the insights of the Neocognitron (Fukushima, 1980) and its core features are still
used for today’s state-of-the-art convolutional neural networks.

Instead of using each image pixel as a separate input neuron (like a multi-
layer perceptron architecture) the image features are distributed over the entire
picture using the convolution operation, in order to extract similar feature at
different portions of the image and to reduce parameters and computation expense
(Culurciello, 2017). The convolution, pooling and non-linear activation of LeNet5
(figure 3.11) extract and sub-sample the spatial features of the input image, the final
layers classify the image as the same method as used in a multi-layer perceptron.

Figure 3.11: LeNet5 architecture, taken from LeCun et al. (1998).
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3.3.7 2010s: Deep learning renaissance

After a period of latent interest in neural networks between the mid-1990s and
2000s, the current wave of neural networks research is popularized under the use of
the term deep learning, which key aspects are the follow (Goodfellow et al., 2016):

• Increased amount of data: the increasing digitalization of society helped, along
with increasingly networked computers, the creation of bigger and detailed
datasets for machine learning applications.

• Increased neural networks model size: due to the availability of faster hardware
(i.e. CPUs, GPUs, faster network connectivity, etc.), deep learning models have
grown in size over time, doubling in size roughly every 2.4 years (Goodfellow
et al., 2016).

3.3.8 2012: AlexNet

The breakthrough of convolutional neural networks came from the work of Krizhevsky
et al. (2012), their paper is regarded as one of the most influential publication in
the deep learning research field.

Their architecture, called AlexNet, won the 2012 ILSVRC competition (Ima-
geNet Large Scale Visual Recognition Challenge) of visual tasks like classification,
localization, detection, etc. This competition evaluates the top-5 test-error rate: an
error at which, given an image, the model doesn’t output the correct label with its
top 5 predictions (Deshpande, 2016).

The ImageNet dataset contains more than 15 million labelled images over 22
thousand categories (Deng et al., 2009). AlexNet achieved a top-5 test-error rate
of 15.4% and largely outperformed the best other competitor, where it achieved a
26.2% error.

Figure 3.12: AlexNet architecture, taken from Krizhevsky et al. (2012).
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This outstanding performance was made possible by implementing techniques like:

• ReLU used as nonlinear activation function (see section 2.3).

• Dropout used to avoid overfitting of the training data (see section 2.11.4).

• Implementation of data-augmentation like image translations, horizontal reflec-
tions, patch extraction (see section 2.11.1).

• Overlap of max-pooling as subsampling layer (instead of the average-pooling
of LeNet5, see section 3.1.3).

• Two GPU (Graphics Processing Unit) cards used for the training process.

The architecture of AlexNet is shown in figure 3.12 and consists of 5 convolutional,
max-pooling and dropout layers, with 3 final fully-connected layers (the last one is
used for classification upon 1000 image categories). The success of AlexNet started
the deep learning era, thanks to the contribution of larger datasets and the extensive
use of GPUs to accelerate training time for faster performance.

3.3.9 2013-2014: VGG and Network in Network (NiN)

VGG networks (developed from the University of Oxford by Simonyan and Zisserman
2014) is one of the convolutional neural networks where the dimensionality of the
convolution filters is reduced, inverting the trend of earlier networks where larger
convolutions were used. Instead of using large filters (like the 9 × 9 or 11 × 11

of AlexNet), VGG adopted the smaller 3 × 3 filter in each convolutional layer
(Culurciello, 2017). The use of smaller filters and multiple sequential convolutions
grants the emulation of larger receptive fields (i.e. 5× 5 or 7× 7) and this insight is
also used in later architectures like Inception and ResNet but at the expense of an
impressive number of parameters and computational power.

The Network in Network (NiN) architecture (Lin et al., 2013) uses 1× 1 convo-
lution layers with an immediate follow-up multi-layer perceptron layer after each

Figure 3.13: Network in Network architecture, taken from Lin et al. (2013).
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convolution, in order to produce a better feature combination to pass on the latter
layers (as shown in figure 3.13). This peculiar architecture prevents the use of
a large stack of layers and parameters like VGG and the insight of using 1 × 1

convolution is used also on other architectures like ResNet, Inception and their
derivatives (Culurciello, 2017).

3.3.10 2014-2017: GoogleNet and the Inception module

GoogleNet, a deep convolutional neural network architecture developed by Szegedy
et al. (2015), won the 2014 ILSRVC image contest with a top-5 error rate of 6.7%.
Its architecture, shown in figure 3.14 consists of the sequential concatenation of
different parallel operations performed within the inception modules.

The inception module (figure 3.15, left) is a parallel combination of different
convolutional filters, which are stacked in a similar way used on NiN networks: a
1 × 1 convolutional layer before a 3 × 3 or 5 × 5 convolutional layers in order to
reduce the number of features to provide for the filter concatenation layer.

This particular layer structure can be referred as a bottleneck layer : reducing the
number of features and computational operations at each layer, the convolutional
neural network can keep a low inference time without losing generalization properties.

Figure 3.14: GoogleNet architecture, adapted from Deshpande (2016).

Figure 3.15: Inception V1 (left), Inception V3 (middle) and Inception V4 (right)
module, taken from Szegedy et al. (2015, 2016, 2017).
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The correlated and redundant input features can be removed by combining them
with 1× 1 convolution and the expanded again into meaningful combinations for
the successive layers (Culurciello, 2017). Inception V2 (Ioffe and Szegedy, 2015),
introduces the batch normalization (see section 2.11.2) and Inception V3 (Szegedy
et al. 2016; figure 3.15, middle), decompose 5 × 5 and 7 × 7 filters with multiple
3 × 3 filters. Inception V4 (Szegedy et al. 2017; figure 3.15, right), represent a
combination between the Inception module with the ResNet module.

3.3.11 2015: ResNet and the residual module

ResNet architecture (He et al., 2016) is a very deep convolutional neural network, a
152-layers deep networks that won the ILSVRC 2015 contest with an astounding
3.6% error rate (whereas human performance sets in a 5% range).

This architecture relies on the residual modules (figure 3.16, left): an input x
passes upon convolutional-relu-convolutional layers, the output F (x) generated
is then added with the original input x called identity layer. The final outcome
F (x) + x represents the input for the successive residual module. This layer-bypass
was also an intuition from Sermanet and LeCun (2011) and this process can be seen
as a small classifier or a Network in Network, with hundreds up until thousand-layers
deep architecture. This very deep architecture started to use also a bottleneck layer
similar to Inception: this module uses a 1 × 1 convolutional layer to reduce the
number of features per-layer, an intermediate 3× 3 convolutional layer and a final
1× 1 convolutional layer to a large number of features (as seen in figure 3.16, right).
ResNet can also be seen as multiple combinations of both serial and parallel modules
(Veit et al., 2016).

Figure 3.16: ResNet residual module, taken from He et al. (2016).





Chapter 4

Integration between
neuroscience and artificial
neural networks

Rapid progress in related fields of neuroscience and artificial intelligence has been
made in recent years, however, the interaction between them has become less
commonplace since they both have grown in complexity, consolidating disciplinary
boundaries (Hassabis et al., 2017). Despite the efforts, the broad fields of neuro-
science and deep learning have evolved greatly in mostly not overlapping paths, also
because of the several technical obstacles like the limited capacity of experimental
tools used to probe visual information processing, or the limited computational
power available for simulations (Medathati et al., 2016).

With the recent wave of new experimental and analysis techniques, the gap be-
tween the two fields of research is reducing (Victor, 2005). Many benefits could arise:
neuroscience provides rich sources of inspiration for new types of neural networks
architectures, and also provide validation for the currently existing techniques (Has-
sabis et al., 2017). Much of the current computational understandings of biological
vision is based on the theoretical framework of Marr et al. (1982). Complex systems
like brains or computers must be studied and understood at three levels of descrip-
tion: a task carried on from observable behavior, an algorithm used to solve the
task and its implementation. Examples of opinions about the importance of neural
networks in neuroscience can be found in Hinton (2011); Paninski and Cunningham
(2018); Vogt (2018); Vu et al. (2018). Glaser et al. (2019) pointed out four roles of
supervised machine learning to be used in neuroscience: neural networks can create
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solutions to engineering problems, identify predictive variables, set benchmarks for
simple brain models, and serve as a brain model. Barrett et al. (2019) reviewed how
concepts developed by computational neuroscientists can be useful for analyzing
and understanding representations in biological neural networks, since both research
fields show empirical similarities (Khaligh-Razavi and Kriegeskorte, 2014; Yamins
et al., 2014; Güçlü and van Gerven, 2015; Kriegeskorte, 2015; Pospisil et al., 2016;
Yamins and DiCarlo, 2016; Geirhos et al., 2018).

To better understand neural computations powerful analysis tools are required
(Cunningham and Byron, 2014), in order to interpret the generated complex data
coming from these modern neuroimaging techniques. Researchers can take advantage
of deep neural networks in order to develop computational theories for cognitive
science and neuroscience: for example, the development of visual theories addressing
core-vision problems, which can be tested on realistic images without having to
restrict themselves to the study on simplified stimuli (Yuille and Liu, 2018).

The recording of the simultaneous activity of hundreds of neurons is made
possible by using electrophysiological technologies (Jun et al., 2017) and imaging
tools (Ahrens et al., 2012), and targeted perturbations of neural activities were
enabled by optogenetic techniques (Packer et al., 2015; Lerman et al., 2018).

Techniques to identify selective neuronal populations and dissecting their circuitry
at synaptic level is now possible by combining functional and structural imaging, in
order to understand visual circuits both at retinal and cortical levels (Helmstaedter
et al., 2013; Bock et al., 2011). This description of connectivity patterns between
different cortical areas, done in a quantitative fashion (Markov et al., 2013), allows
neuroscientists to obtain large-scale models of visual networks, both in temporal
and spatial manners (Potjans and Diesmann, 2012; Kim et al., 2014; Chaudhuri
et al., 2015).

Recent neuroscience tools give access to the activity of large populations of cells,
and the same cell across large spans of time (Ohki et al., 2005; Barretto et al.,
2009; Margolis et al., 2012). Connectivity between identified cells can be measured,
stimulated and silenced directly with high precision, thanks to optogenetic tools
(Bernstein and Boyden, 2011; Deisseroth, 2011).

To predict primates’ neural ventral stream responses about the estimation of
3D-structure of objects and parts (Biederman, 1987; Yamane et al., 2008), deep
neural networks were applied along with electro-physiology measurements (Yamins
et al., 2014). Deep neural networks can improve these estimates (McCann et al.,
2017) also by including techniques like improved image denoising (Burger et al.,
2012; Xie et al., 2012), and resolution (Dong et al., 2015), often replacing the entire
image processing pipeline (Golkov et al., 2016; Vito et al., 2005).
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Figure 4.1: Examples of relations between neural networks and cognitive science,
taken from Cichy and Kaiser (2019).

Figure 4.1 (a - b) show an example of how a convolutional neural network can
be used to categorize objects and how researchers in cognitive science use them
to predict brain activity and behavior (Cichy and Kaiser, 2019), outperforming
any other machine learning methods for neural activity in primate sensory cortices
(Khaligh-Razavi and Kriegeskorte, 2014; Yamins et al., 2014; Güçlü and van Gerven,
2015; Cichy et al., 2016; Eickenberg et al., 2017; Horikawa and Kamitani, 2017a;
Cadena et al., 2019).

Figure 4.1 (c) shows an example of the relation between deep neural networks
(of eight layers trained for object categorization) and brain activity (using fMRI)
(Cichy et al., 2016): the hierarchical relationship shows that earlier layers of the
neural network predict low-level visual brain regions and the later layers predict the
higher ones.

Figure 4.1 (d) shows an example of how a deep neural network trained for ob-
ject categorization predict human behavior about perceptual similarity judgments of
shapes and representations (Kubilius et al., 2016; Peterson et al., 2017), predicting
the perceived similarity (judgment) rather than the physical similarity of the visual
stimuli. Kubilius et al. (2016) demonstrate that the output layers of deep neural
networks develop representations closely related to the human perceptual shape
judgments, even though the neural network were never explicitly trained for shape
processing.
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4.1 The human vision system and deep neural net-
works

Visual processing in humans takes place by a multilevel aggregation of information,
which is processed forward and backward across cortical brain regions (Bullier, 2001;
Kourtzi and Connor, 2011; Kravitz et al., 2011; DiCarlo et al., 2012). Figure 4.2
shows the robustness of the human visual system: since it is capable of object
recognition across wide variations in pose, light, and occlusion.

The ambiguities that arise in projecting 3D images on the retina representations
are also dealt effortlessly. Any given image on the retina can correspond to infinitely
many possible objects in the world (Cox and Dean, 2014). The neural activity,
occurring during the first 100ms after a stimulus change, unfolds as a cascade along
a series of anatomically distinguishable areas connected to each other (Felleman and
Van, 1991; Malach et al., 2002; Carandini et al., 2005; DiCarlo et al., 2012; Sharpee
et al., 2013; Yamins and DiCarlo, 2016).

Neuroscience and cognitive science were influential in the development of convo-
lutional neural networks, as they take insights and inspiration from the canonical
properties of the ventral visual stream, as an ensemble of deep cortical hierarchies
(Kruger et al., 2012; Poggio and Serre, 2013; Cox and Dean, 2014; Wang and Raj,
2017; Barrett et al., 2019).

The visual cortex contains over 30 visual areas in the occipital, temporal and
parietal lobes, including the primary and extrastriate visual cortex. These visual
areas process different aspects of visual information and they form two major
pathways. This hierarchical organization and division into parallel streams are
supported by a large body of anatomical and physiological evidences (Mishkin
and Ungerleider, 1982; Goodale and Milner, 1992; Ungerleider and Haxby, 1994;
Van Essen, 2003; Markov et al., 2013).

Figure 4.2: The robustness of the human visual system, taken from Cox and Dean
(2014).





4 – Integration between neuroscience and artificial neural networks

The dorsal pathway extends from V1 to the parietal cortex, through motion
areas MT and MST, is referred as the "where" pathway and processes information
regarding location, motion perception and analysis of spatial structures of the visual
scene. The ventral pathway extends from V1 to the temporal cortex, through
area V4 and reaching area IT, is referred as the "what" pathway and processes
information regarding the form perception and identity of visual objects, including
object and face recognition.

Figure 4.3 (a) shows a cartoon anatomical view of the information flow of both
dorsal and ventral pathways, and the diagram of figure 4.3 (b) represents the parallel
information flow of these pathways. Starting from the retina, the light-sensitive
tissue in the back of the eye where their neurons perform a preprocessing of the image
without alteration (Enroth-Cugell and Robson, 1984; Goodfellow et al., 2016), the
information passes through the optic nerve and the lateral geniculate nucleus (LGN),
in order to be fed into visual cortex V1 thanks to parallel pathways (Ungerleider,
1982; Ungerleider and Haxby, 1994; Milner and Goodale, 2008): the magnocellular
dorsal pathway conveys coarse and achromatic luminance-based spatial inputs with
strong temporal sensitivity, with small cells and receptive size. The information is
transmitted to higher cortical areas involved in motion and space processing. The
parvocellular ventral pathway conveys slower inputs with high spatial resolution but
low temporal sensitivity, with large cells and receptive size, in order to flow into
cortical areas involved in form and color processing (Livingstone and Hubel, 1984,
1988; Zeki and Shipp, 1988; Kaplan, 2004).

Figure 4.3: An overview of hierarchical feed-forward processing, adapted from Cox
and Dean (2014).
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Figure 4.4 shows the hierarchical ventral pathway of visual cortex: starting from
retinas and LGN, visual information passes through V1 which conveys feed-forward
connections to cortex area V2, V4 and IT. The image presented to the retina is kept
topographically intact in the next processing steps on the cortical surface (Wandell
et al., 2007). V1, the primary visual cortex, performs the edge detection task: an
edge is an area with the strongest local contrast in the visual signals (Wang and
Raj, 2017). The most famous receptive field analysis is carried by the findings of
neurophysiologists David Hubel and Torsten Wiesel about the mammalian vision
system (Hubel and Wiesel, 1959, 1962, 1968) reveal how the cat’s cortical neurons
responded strongly to very specific patterns of light (i.e. precisely oriented bars):
these are referred as simple cells. They also found complex cells, which are more
invariant to small shifts in the position of the feature than simple cells.

Layers of convolutional neural networks are designed to capture properties of
V1 like the spatial mapping (a two-dimensional structure similar to the retina’s
structure image), the inclusion of aforementioned simple cells (the spatially localized
receptive field property), and complex cells (pooling units, Goodfellow et al. 2016).
From these insights and from seminal works of Hubel and Wiesel (1959, 1962, 1968,
1977), several biologically-inspired neural networks were created (Fukushima, 1980;
LeCun et al., 1995; Riesenhuber and Poggio, 1999; Serre et al., 2007a; Bengio et al.,
2009; Pinto et al., 2009).

To analyze the single neuron activity, receptive field analysis represents a canonical
method in neuroscience (Victor, 2005): referring to the region of the stimulus space
which causes neural firing responses (Barrett et al., 2019). Canonical understandings
of visual processing show that neuron receptive fields, along the ventral stream,
become progressively and increasingly larger (Yamins and DiCarlo, 2016), complex
(Pasupathy and Connor, 2001; Güçlü and van Gerven, 2015) and invariant to changes
in the input-statistics (Quiroga et al., 2005; Rust and DiCarlo, 2010), as shown in
figure 4.3 (c).

Figure 4.4: Receptive fields of the human vision system, taken from Manassi et al.
(2013).
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One of the basic frameworks in which neuroscientists study the sensory cortex
is the encoding-decoding model: the former is the process where stimuli are trans-
formed into neural activity patterns, whereas the latter is the process where neural
activity generates behavior (Yamins and DiCarlo 2016; Wen et al. 2017, figure 4.6).

Figure 4.5 compares similarities between the ventral visual stream of macaque
(top) and convolutional neural networks (down). V1 neurons have small receptive
fields, paving a high-resolution retinotopic map, this spatio-temporal structure of
each receptive field corresponds to a processing unit that locally filters a given
property of the image (Medathati et al., 2016).

Low-level features such as orientation, direction, color or disparity are encoded in
different sub-populations forming a sparse and overcomplete representation of local
feature dimensions. Moving along hierarchies, receptive fields become larger and
encode features of increasing complexities and conjunctions (DeYoe and Van Essen,
1988; Roelfsema et al., 2000).

The same properties are also found in convolutional neural networks receptive
fields (Luo et al., 2016): earlier units have edge-like receptive fields, later units
respond to complex textures (Zeiler and Fergus, 2014; Mahendran and Vedaldi,
2016), and final layer units have class-specific receptive fields corresponding to
specific object categories (Quiroga et al., 2005; Le et al., 2011; Mahendran and
Vedaldi, 2016).

Figure 4.5: Convolutional neural network as models of human sensory cortex, taken
from Yamins and DiCarlo (2016).
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Convolutional neural networks trained for image classification have their units
which resemble neurons in the ventral visual pathway of mammalians (Yamins and
DiCarlo, 2016): units of earlier layers present Gabor-like receptive fields reminiscent
of edge detectors neurons seen in V1 (Güçlü and van Gerven, 2015). Intermediate
and later layers also show reminiscence of V4 and IT predictions, both in individual
neurons and fMRI responses: using the same set of stimuli, researchers compared
the representational dissimilarity matrices of neural networks models with the ones
obtained from human IT (measured with fMRI) and monkey IT (measured with
cell recording) (Khaligh-Razavi and Kriegeskorte, 2014; Yamins et al., 2014; Güçlü
and van Gerven, 2015; Yamins and DiCarlo, 2016).

Figure 4.3 (d) illustrate these computational models of receptive fields and its
analysis has also recently become a canonical method for analyzing response proper-
ties in neural networks (Hinton and Salakhutdinov, 2006; Cadieu et al., 2007; Serre
et al., 2007a,b; Nandy et al., 2013; Cox and Dean, 2014; Zeiler and Fergus, 2014;
Mahendran and Vedaldi, 2015; Yosinski et al., 2015; Luo et al., 2016; Mahendran
and Vedaldi, 2016; Nguyen et al., 2016; Cadena et al., 2018).

V2 cells, the secondary visual cortex, are tuned to extract simple properties of
visual signal like orientation, spatial frequency, and color. V4 detects intermediate
object features like simple geometric shapes, owns strong attentional modulation
features (Moran and Desimone, 1985), and receives direct inputs also from V1.

Figure 4.6: Neural encoding and decoding through a deep learning model, adapted
from Wen et al. (2017).
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Neural responses to stimuli in V2 are largely similar to those in V1, but this
visual area is more sensitive to line conjunctions or corners (Peterhans and von der
Heydt, 1989; Hegdé and Van Essen, 2000; Lee and Nguyen, 2001; Ito and Komatsu,
2004).

Also, intermediate layers of convolutional neural networks turn out to be state-of-
the-art predictors of neural responses in V4 cortex (Yamins et al., 2014), and lower
layers contain a Gabor-wavelet-like activation pattern, providing effective models of
voxel responses in V1 and V3 (Khaligh-Razavi and Kriegeskorte, 2014; Güçlü and
van Gerven, 2015). fMRI measurements in humans demonstrated that neurons in
V2 and V4 prefer stimuli with higher-order statistical dependencies (Freeman et al.,
2013; Okazawa et al., 2015).

Inferior Temporal gyrus (IT) is one of the higher levels of the ventral stream,
performs semantic-level tasks and it is associated with the representation of complex
object features such as object recognition, identification, and categorization (Haxby
et al., 2000), comparing the processed information to stored memories (Kolb and
Whishaw, 2001). Neurons in the IT cortex are also sensitive to whole patterns like
faces (Kanwisher et al., 1997; Epstein and Kanwisher, 1998; Gauthier et al., 2000).

When glimpsing an object, the information arrives to IT within 100ms and will
later begin to flow backward, thanks to the top-down feedback of the brain who
updates the activations in the lower level brain areas (Goodfellow et al., 2016).
Convolutional neural networks can predict IT firing rates and perform very similarly
to humans on object recognition tasks (Afraz et al., 2014).

Convolutional neural networks that perform better on object recognition tasks
also better predict cortical spiking data: top hidden layers represent an accurate
image-computable model of spiking responses in IT cortex (Yamins et al., 2013;
Cadieu et al., 2014; Khaligh-Razavi and Kriegeskorte, 2014; Yamins et al., 2014;
Güçlü and van Gerven, 2015; Kheradpisheh et al., 2016). Kalfas et al. (2018) revealed
a high similarity and correspondence between the activation of convolutional neural
network units and the response of macaque IT neurons.

Also, Soltani and Koch (2010) implemented a salience computational model
using spiking neural circuits, where cortical areas like V1, V2, and V4 perform only
lateral excitation or inhibition. This full-scale model provides support for local
computations to experimentally look for in each brain area (Veale et al., 2017).
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4.2 Visual attention

Biological brains allow the interaction and learning with the surrounding envi-
ronment, being modular systems with distinct but interacting subsystems which
underpins key functions such as cognitive control, language, and memory (Shallice,
1988; Anderson et al., 2004; Marblestone et al., 2016).

Most convolutional neural networks work directly on entire images or video
frames, giving equal priority to all pixels at the earliest stage of processing (Hassabis
et al., 2017). Conversely, the primate visual system works differently: it shifts
strategically among locations and objects, centering resources and coordinates on a
series of regions (Desimone and Duncan, 1995; Ungerleider and G, 2000; Anderson,
2005). This behavior isolates and prioritizes the information that is relevant at
any given moment (Koch and Ullman, 1987; Posner and Petersen, 1990; Salinas
and Abbott, 1997; Olshausen et al., 1993; Petersen and Posner, 2012; Moore and
Zirnsak, 2017).

Top-down attention components are context-driven and goal-driven (Land and
Lee, 1994; Ballard et al., 1995; Land and Hayhoe, 2001; Hayhoe and Ballard, 2005;
Borji et al., 2013b). Implementing top-down attention components is a complex
task, involving degrees of cognitive reasoning to attend objects and to recognize
them in their context, in order to incrementally update the model’s understanding
and to planning the next most task-relevant shift of attention (Navalpakkam and
Itti, 2005; Itti and Arbib, 2006; Kimura et al., 2008; Yu et al., 2008; Beuter et al.,
2009; Akamine et al., 2010; Ban et al., 2010; Yu et al., 2011; Borji et al., 2013b; Itti
and Borji, 2015; Zhang et al., 2018b).

Figure 4.7: Top-down attention maps: given a selected semantic label, the neural
network generates and highlights the related attention map, taken from Zhang et al.
(2018b).
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Instead, bottom-up attention components are stimulus-driven, saliency-based,
and operates in a feed-forward manner: rapid parallel operations happen throughout
the entire visual field and a series of successive transformations are applied to the
entire visual field to highlight salient regions (Treisman and Gelade, 1980; Koch and
Ullman, 1987; Itti and Koch, 2001; Borji, 2018).

Overt attention refers to the sensory apparatuses redirection towards features
and locations that contain relevant information. This sampling of the visual world
by moving eyes, head and body allows humans to perform selective modulation of
the visual signal since it cannot be processed all at once.

The feature maps that represent basic visual features (like color, orientation,
luminance, motion, etc.) compete within themselves to determine which map lo-
cations are significantly different from their surroundings. These maps are then
normalized and combined into a "feature-agnostic" saliency map, which serves to
determine the most likely target for attention (Parkhurst et al., 2002; Peters et al.,
2005; Borji et al., 2013a; Veale et al., 2017). In cortical pathways, the information
is processed through feature-to-priority maps, conversely the sub-cortical pathways
process information in a feature-agnostic manner.

The superior colliculus (Schiller et al., 1974) is a sub-cortical structure where
the visual saliency 2D-map topographically encodes the conspicuity of a stimulus
over the visual scene, this structure has proven to be an effective eye-movements
predictor (Veale et al., 2017). It is a phylogenetically-old midbrain structure in
the visual control of orienting movements: its superficial layers have strong visual
responses, whereas the deeper layers activity is related to eye-movements orientation
(Veale et al., 2017).

The superficial layers of the superior colliculus, through a center-surround inhibi-
tion mechanism, feed a priority-selection mechanism in its deeper layers, affecting
the saccadic and micro-saccadic eye movements. They receive input from the retina
and visual cortex, in order to send outputs to deeper layers. Studies demonstrate
that its activity is correlated with the bottom-up salience of the visual input (White
et al., 2017).

The deeper layers of the superior colliculus receive associative inputs converging
from the cortex, basal ganglia and the superficial layers of superior colliculus
(Jayaraman et al., 1977; Fries, 1984; Moschovakis et al., 1988; Lee et al., 1997; Tardif
et al., 2005). Physiologically its neurons are related to eye movements and can evoke
overt attention (Veale et al., 2017).
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The goal of saliency modeling (Itti et al., 1998) is to create a saliency map of an
image (static saliency, Cornia et al. 2018; Huang et al. 2015; Jia and Bruce 2018;
Kruthiventi et al. 2017; Kümmerer et al. 2014; Liu et al. 2015a; Vig et al. 2014) and
taking into account, if possible, temporal relation (dynamic saliency, Bak et al. 2017;
Bazzani et al. 2016; Chaabouni et al. 2016; Gorji and Clark 2018; Jiang et al. 2017;
Sun et al. 2018; Wang et al. 2018). Based on these insights, several computational
models of bottom-up attention were proposed in literature (Koch and Ullman, 1987;
Borji and Itti, 2012; Borji et al., 2012, 2013a; Li et al., 2014; Borji et al., 2015; Itti
and Borji, 2015; Li and Yu, 2015; Pan and Giró-i Nieto, 2015; Pan et al., 2016; Wang
et al., 2015; Zhao et al., 2015; Wang and Shen, 2017; Xu et al., 2017; Anderson
et al., 2018).

Recent focus in neuroscience on studies about attention as an orienting mecha-
nism for perception (Summerfield et al., 2006) gave inspiration in neural network
architectures where attentional mechanisms have been used to select information
to be read out from the internal memory of the network, leading to important
advancements on memory and reasoning tasks (Graves et al., 2014).

The attentional process of taking "glimpses" of input images at each step, update
internal state representations, and select next locations to sample, allows convolu-
tional neural networks to ignore irrelevant objects in a scene and perform better
even in the presence of object clutter (Larochelle and Hinton, 2010; Mnih et al., 2014).

Different attention mechanisms for fine-grained recognition exist in literature,
using spatial transformers network or top-down feed-forward attention mechanisms
(Jaderberg et al., 2015; Liu et al., 2016b; Rodríguez et al., 2017). Rodríguez et al.
(2018) proposed a modular attention mechanism capable of learning to attend lower-
level feature activations without requiring part annotations, using these activations
to update and rectify the output likelihood distribution of the convolutional neural
network.

Attentional features allow to rapidly infer if another person is making eye contact,
follow their gaze to identify their gaze target, categorize quick glances to objects, and
identify when other people are paying attention (Land and Tatler, 2009). Literature
shows efforts about the automatic detection and identification of these features
from images and video, like gaze estimation and following (Funes Mora et al., 2014;
Recasens et al., 2015; Zhang et al., 2015; Krafka et al., 2016; Chong et al., 2017;
Gatys et al., 2017; Gorji and Clark, 2017; Recasens et al., 2017; Zhang et al., 2017;
Chong et al., 2018).
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Also, in literature different attention mechanisms were proposed (Benfold and
Reid, 2009; Cristani et al., 2011; Soo Park and Shi, 2015; Chen and Grauman, 2018),
including spatial attention mechanism for image captioning (Vinyals et al., 2015;
Xu et al., 2015; Yang et al., 2016; Lu et al., 2017; Pedersoli et al., 2017; Rennie
et al., 2017), for image classification (Cao et al., 2015; Xiao et al., 2015; Almeida
et al., 2017; Wang et al., 2017; Jetley et al., 2018), for egocentric activity recognition
(Sudhakaran and Lanz, 2018), for semantic image segmentation (Chen et al., 2014;
Dai et al., 2015; Liu et al., 2015b; Long et al., 2015; Noh et al., 2015; Chen et al.,
2016; Lin et al., 2016; Harley et al., 2017; Hou et al., 2017; Li et al., 2018b), and for
visual tracking and recognition (Smeulders et al., 2013; Ba et al., 2014; Luo et al.,
2014; Ma et al., 2015; Choi et al., 2016; Qi et al., 2016; Choi et al., 2017; Chu et al.,
2017; Kiani Galoogahi et al., 2017; Kosiorek et al., 2017; Song et al., 2017; Pu et al.,
2018).

4.3 Biological plausibility of the backpropagation
algorithm

The credit assignment problem concerns to determine, examining a system, how the
success of the overall performance is determined by the various contributions of the
system’s components like planning, reasoning, learning, etc. (Minsky, 1961).

Three credit assignment problems can be identified: temporal (the identification,
given a long sequence of actions, of which ones are useful or useless in obtaining
the final feedback), structural (the finding of sensory situations set which a given
actions sequence yield the same outcome), and transfer credit assignment (learning
to generalize a given action sequence across tasks).

This kind of problem analysis led to the resolution of old connectionism problems
(see section 3.3.3) and helped the rise of a new connectionist movement, also thanks
to the backpropagation algorithm (see section 3.3.5).

Backpropagation offers an efficient solution to the credit assignment problem
within artificial neural networks (LeCun et al., 2015), but several aspects of this
algorithm were viewed to be biologically implausible (Dayan and Abbott, 2001;
Bengio et al., 2015; Lee et al., 2015; Lillicrap et al., 2016; Bartunov et al., 2018;
Whittington and Bogacz, 2019).
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Backpropagation is thought to require a perfectly symmetrical feedback and
feed-forward connectivity, and these features were not observed in mammalian brains
(Song et al., 2005; Hassabis et al., 2017), although recent work demonstrates that
these constraints can be in some ways softened (Liao et al., 2016; Lillicrap et al.,
2016).

Another critic on biological implausibility of backpropagation relies on the ac-
cessibility of information: the weight update process on neural networks requires
the access of non-local information like the error signal generated from distant
layers, whereas cortical plasticity in biological synapses depends primarily on local
information like pre-synaptic and post-synaptic neuronal activity (Bi and Poo, 1998;
Bengio et al., 2015).

Speaking of analogies and insights between neural networks and biological brains,
Marblestone et al. (2016) address issues on how the brain optimizes cost functions,
how are diverse across cortex areas and how they change over development. Cost
functions optimization in the human brain means that neurons in brain areas can
change, somehow, the properties of their synapses.

This process occurs generally in shaping the internal representations and pro-
cesses used by the brain, and the cost functions are highly tunable since they were
shaped by evolution and ethological needs. Whereas, cost functions optimization
in neural networks occurs primarily thanks to the use of error backpropagation
(Werbos, 1974; Rumelhart and McClelland, 1986; Hinton, 1990; Baldi and Sadowski,
2015).

Although common assumptions (Bengio et al., 2015), literature shows the pro-
posal of many biologically-plausible mechanisms of gradient descent like the use
of local activation differences, contrastive and local Hebbian plasticity learning,
difference-target propagation and local learning, the use of random synaptic feedback
weights and direct feedback alignment, spike-timing-dependent plasticity, the use of
segregated dendrites and dendritic cortical microcircuits, etc. (O’Reilly, 1996; Xie
and Seung, 2003; Balduzzi et al., 2015; Bengio et al., 2015; Lee et al., 2015; Baldi
and Sadowski, 2016; Liao et al., 2016; Lillicrap et al., 2016; Nøkland, 2016; Scellier
and Bengio, 2016; Bengio et al., 2017; Guerguiev et al., 2017; Luo et al., 2017;
Whittington and Bogacz, 2017; Wiseman et al., 2017; Betti et al., 2018; Mostafa
et al., 2018; Sacramento et al., 2018).
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Above methods still lack some key aspects of biological realism: for example,
brain neurons tend to be either excitatory or inhibitory but not both, whereas in
artificial neural networks this could happen at the same time. Moreover, biological
neurons are highly non-linear with dendrites which implements something similar
to a three-layer neural network: therefore, individual biological neuron should be
regarded as multi-component sub-networks, rather than single nodes (Mel, 1992;
Antic et al., 2010; Marblestone et al., 2016). Backpropagation in neural networks is
purely linear, whereas biological neurons interleave linear and non-linear operations.
Moreover, biological neurons communicate by stochastic binary values (spikes) in-
stead of continuous values (Bengio et al., 2015).

The use of large-scale brain maps could help researchers to better understand
how the brain implements cost optimization, where the training signals originates
and what structures exist to constrain this optimization in order to find solutions
about specific kinds of problems (Marblestone et al., 2016). Various techniques
exist to compare receptive fields that are optimized in a simulation of a particular
cost function: including fMRI studies comprising of population receptive field
estimation (where the population receptive field is computed from stimuli responses,
estimates a highly accurate and precise visual field map, and represent a useful
tool to link fMRI signals in the visual pathways to neuronal receptive fields), and
representational dissimilarity matrices (where multi-channel measures of neural
activity are quantitatively related to each other by comparing representational
dissimilarity matrices, which characterize the information carried by a given brain
representation) (Dumoulin and Wandell, 2008; Kriegeskorte et al., 2008; Khaligh-
Razavi and Kriegeskorte, 2014; Güçlü and van Gerven, 2015).
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4.4 Machine learning for neuroimaging

Research in neuroimaging is directed towards data-driven feature learning methods
like seed-based and canonical correlation analysis, independent component analysis,
and many more (Biswal et al., 1995; McKeown et al., 1998; Plis et al., 2014; Raichle
et al., 2001; Van Den Heuvel and Pol, 2010; Brookes et al., 2011; Sui et al., 2012).

Brain imaging techniques are highly successful in revealing known brain features
with new details and supporting their credibility. They are diagnosis and disease
assisting tools, revealing consistent patterns in data from uncontrolled resting-state
experiments.

Machine learning techniques come in aid on the multivariate analysis of fMRI
and MEG neuroimaging datasets (Cukur et al., 2013; Kriegeskorte and Kievit, 2013;
Cichy et al., 2014), also with the encouraging promise to speed up connectomic
analysis (Glasser et al., 2016).

Functional magnetic resonance imaging (fMRI) represents a non-invasive brain
scan which relies on the correlation between neuronal activation and its hemo-
dynamic response: when a brain area is active, fMRI measures its intensity by
detecting changes associated with the blood flow occurring to that brain region.
This technique is referred as the blood oxygen level dependent (BOLD) contrast.

Figure 4.8 illustrates how neural networks can identify predictive variables:
Lebedev et al. (2014) demonstrate that, by using MRI data, it is possible to identify
which brain regions are most predictive for Alzheimer’s disease diagnosis.

Figure 4.8: Identification of predictive variables by using machine learning tech-
niques, adapted from Glaser et al. (2019).
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fMRI, by using multi-voxel pattern analysis (Zafar et al., 2015), represents an
effective tool for decoding visual activities, stimulus categories classification, memo-
ries, imagination, dreams, and many more (Kay et al., 2008; Mitchell et al., 2008;
Reddy et al., 2010; Huth et al., 2012; Horikawa et al., 2013; Postle, 2015).

Researchers also used machine learning classifiers to diagnose neurological condi-
tions from the functional activity of the brain and neuroimaging data, obtaining and
improving the accurate estimates of neural activity from raw measurements: neu-
roanatomical measurements such as structural, functional, and diffusion MRI (sMRI,
fMRI, dMRI) can distinguish healthy from unhealthy patients across conditions like
schizophrenia, depression, autism, Alzheimer’s disease, and ADHD (Sarraf et al.,
2016; Arbabshirani et al., 2017; Rathore et al., 2017; Vieira et al., 2017; Bhagwat,
2018; Campese et al., 2019).

Deep neural networks have been used to predict brain activities for visual tasks,
using fMRI and other non-invasive measurements (Cichy et al., 2016; Wen et al.,
2017). Research in neuroanatomy relies heavily on imaging techniques and advance-
ments in deep neural networks represent an important asset for this task, consisting
for example in approaches used to segment and label image parts (Ronneberger
et al., 2015; Litjens et al., 2017).

From MRI scans Ghafoorian et al. (2017) and Fong et al. (2018) applied deep
neural networks to identify white matter tracts from these scans and to exploit
representations found in visual cortex.

Cichy et al. (2016), about the capture of visual perception process from brain’s
ventral and dorsal pathways, showed a comparison and correlation between temporal
(MEG) and spatial (fMRI) brain visual representations, and visual representations
coming from deep neural networks.
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For visual image reconstruction tasks, Thirion et al. (2006) estimated the response
model of each fMRI voxel in a retinotopic mapping experiment, reconstructing sim-
ple images composed of quickly rotating Gabor filters.

Miyawaki et al. (2008) reconstructed simple letters and graphics by solving
the linear mapping model from visual cortex voxels to each image pixel, similar
techniques were applied on letters (Schoenmakers et al., 2013, 2014, 2015) and
handwritten digits (Hossein-Zadeh et al., 2016; Yargholi and Hossein-Zadeh, 2016).

Literature also shows the use of deep neural networks for visual images and
video decoding (Nishimoto et al., 2011; Yamins and DiCarlo, 2016; Svanera et al.,
2017). Agrawal et al. (2014) encoded fMRI signals using image features extracted
from convolutional neural networks. Güçlü and van Gerven (2015, 2017) used deep
neural networks to probe neural responses to naturalistic stimuli, showing an explicit
gradient for feature complexity occurring from early visual areas toward the ventral
and dorsal streams.

Horikawa and Kamitani (2017a,b) proposed decoding models based on hierarchical
visual features of deep neural networks: they could be predicted from fMRI patterns
and used them to identify seen or imagined object categories. Features decoded from
the dream fMRI data also have a strong positive correlation with the intermediate
and advanced deep neural network layer features of the dreamed objects (see
figure 4.9).

Figure 4.9: Decoding of seen or imagined objects using fMRI data, adapted from
Horikawa and Kamitani (2017a).
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Shen et al. (2019) proposed a method of visual image reconstruction from the
brain: based of deep neural networks, both seen and imagined contents are revealed
by capitalizing on multiple levels of visual cortical representations.

Zhang et al. (2018a) developed a method of natural images reconstruction from
fMRI signals of human visual cortex, by using convolutional neural networks.
Figure 4.10 shows the main process of this visual image reconstruction.

During a natural-scenes display task, the subject’s fMRI responses were acquired
through an MRI scanner. A convolutional neural network is then used to extract
hierarchical visual features from the fMRI stimuli responses acquired earlier.

To decode fMRI Signals to these features, the authors estimated multivariate
regression models to map the distributed fMRI signals into output features of the
convolutional neural network’s artificial neurons.

The iterative optimization of the convolutional neural network serves to find the
matched image (the natural scenes visual stimulation), whose unit features became
the most similar to those predicted from the fMRI responses.
Finally, the matched image is chosen as the reconstruction result from brain activity.

Figure 4.10: Image reconstruction from fMRI data, taken from Zhang et al. (2018a).
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Convolutional neural network representations of visual stimuli using fMRI imag-
ing show correspondence to processing stages in the ventral and dorsal streams of
the visual system.

In order to take account of the high temporal resolution of neuroimaging data, a
combination of encoding models based on deep neural networks with MEG data
represents a useful approach to probe object processing dynamics in the human
brain (Cichy et al., 2017; Cichy and Teng, 2017; Seeliger et al., 2018).

Neuroscientists and artificial intelligence researchers aim their efforts, using EEG
data, to reverse-engineering human adaptive capabilities like brain responses, be-
havior, impulses, etc. (Palazzo et al., 2017, 2018).

Using EEG data, deep learning models can predict imminent seizures caused
by epilepsy (Nigam and Graupe, 2004; Brinkmann et al., 2016; Talathi, 2017).
Spampinato et al. (2017), for automated visual classification tasks, mapped visual
features coming from EEG data evoked by visual object stimuli with visual features
learned from deep neural networks.

Bashivan et al. (2015), to preserve the spatial, spectral, and temporal structure
of EEG, proposed a deep neural network approach for learning invariant to inter-
and-intra subjects representation from multi-channel EEG data: transforming them
into a sequence of topology-preserving multi-spectral images and therefore learning
robust representations from the sequence of images (see figure 4.11).

Figure 4.11: EEG time-series data for representational learning and classification,
taken from Bashivan et al. (2015).





Chapter 5

Concluding remarks

Neural networks, as explained in this thesis, contribute to the understanding of
the many dynamical aspects displayed by the human brain. But despite their
success on explaining basic aspects of the human perception, feed-forward theories
of convolutional neural networks still remain very schematic.

Many behavioral and anatomical aspects of the human biological visual processing
still remain neglected and not yet fully understood nor appropriately modeled. For
example, aspects like active vision, detail preservation, multi-stability, representation
of concepts, space perception, more detailed aspects of top-down attention elements,
and many more.

Literature about the visual pathways in biological organisms is extensive and
continue to grow. This ever-growing knowledge is beneficial for improvements in
deep neural networks modeling, understanding of transformations, for information
representation and so on.

Ignoring the neural processing of these structures and oversimplification of many
biological processing methods could also mislead about the real efficiency of biologi-
cal visual systems.

Despite the adversities encountered by both fields of neuroscience and computer
science, progresses made thus far constitutes undoubtedly a precious contribution
on building deeply bio-inspired adaptive and versatile artificial systems, paving the
way on the long journey ahead for the benefit of mankind.
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