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Why thig Pregentation?

= Attempt in ESIWACE +o tackle the topic ,,Concurrency”
= People had radiation and OBGC in mind, and may be otherg

= More activity in that direction ag wel

= Somehow we got stuck: Why?
= Report™ had to be written, the bage for thig talk

* Available on request from Reinhard
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Coneurrency: Which One?

= Rob Dike ie a Canadian programmer and author: Go, Bell Labg, now at google.

= From Wikipedia:
JAceording to Rob Pike, concurrency is the composition of independently executing computations,
[2] and concurrency is not paralleligm:

= Concurrency is about dealing with lote of things at once but parallelism is about doing lote
of thinge at once.

= Concurreney is about structure, parallelism is about execution,

= Concurrency provides a way to gtructure a golution to golve a problem that may be (but ig
not necesgarily) parallelizable[3]"

(2) ,Bo Concurrency Patterng”. httpe://talke.golang.org/2012./ concurrency.dlide#6 talke.golang.org. Retrieved 202[-04-08.
(3)"Go Coneygramny Patterna”. hitpe://take.golang.org/2012/wazalide#t8  talke.golang.org. Retrieved 202[-04-08. :
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Coneurrency: Which One?

= Definitiong for C&W computing problems / type of concurrency

= ) engembleg / external
= b) model components / coupling
= ¢) comm. and comp. / [/O gerverg
= () data structures  / nodeg or threads
= Here
= o) functiong / intra-component = Funetional Coneurrency
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Thie Talk

L

= Angatz for a definition of functional concurrency
= Findinge about experiences in the community

= The potential of functional concurrency

= Why it ie g0 hard

= Dotential Solutiong & Outlook
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Functional Coneurrency: Angatz for a Definition

= The report degcribes it ag:
sModel components can often aleo be further gplit into finer-grain components with some of thege
components having the potential to run in parallel with each other. Thig intra-component functional
paralleliem ig currently typically not exploited by model components ..."

= Exampleg include, but are not limited to
= atm - rad
= oce - obge

= [nd - rivera

- LRI

_ . . _ . . esivwace
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Findinge about Experiences in the Community

= Exampleg

= MPAS
= COSMO
= LFRic
= [CON
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MOAS: Courtegy Rich Loft

= [ntra-component tagk concurrency
= Look at cogt, refactoring eage, expected acceleration, potential for goftware reuge
= Rad and Ind are on CPU, regt on GOU

= cpu ag ,Co-procesgor
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MOAS: Courtegy Rich Loft
MPAS Call Structure CPU

Begin Timestep GPU Integration Radiation*
MPAS_to_Physics Offload
- Surface Layer (MO) Offload SI{‘:drit;:iac;,:
1. |ntegration Setup Data Transfer to CPU Land Surf
2. Moist coefficients = N uh —
3. PhYS'iCS tendencies Data Transfer to GPU ( od )
4. Vertically implicit coefficients
5. Dynamic tendencies Boundary Layer(YSU) Offload g
6. Small ste .
7. Acoustic spolver n Gravity Wave Drag < Offload
8. Divergent damping
9. Large step Convection (Ntiedtke)~—— Offload
10. Scalars
11. Solve diagnostics Dycore (Halo) «—— Offload
12. Substeps Longwave
13. Scalars Microphysics (WSMé Offload I
14. Velocity Reconstruction phy ( ) Radiation
Diagnostics
v
. End Timestep CPU/GPU Switching
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MPAS: Courtegy Rich Loft, Remarke

= Radiation
= To COU

= Rad RRTMG wag not yet ported to GPU, ag it ie now the cage.
= Rad wag /3 of the LoC of MPAS-A: Major tagk!
== Many lookup-tables problematic for memory accese

= Not clear if gpreading the tagk to many GPUs would scale and perform

= On COU

== Would rad@cpu be fagt enough for the reat? Also depending on ratio between
== rad and dycore time ctep!

= Dorformance of cpug and gpug

Corregponding Author: Reinhard Budich, MOI-M, reinhard budich@mpimetmpg.de
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MPAS: Courtesy Rich Loft, Conclugiong

= [+ depend ...

" Dleage refer to the report: Tremendoug work!

= .. on implementation of the coneurrency in the component(e)
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COSMO - Preliminaries: Courteay Carlog Oguna

= NWP code of MeteoSuisee parallelized with
= OpenACC for Driver, parametrization, asgimilation
= QridToole for the dycore
= Obgervation
= Strong ecalability gaturates at 40 k grid pointe per GPU device
= GPUg can not be fully occupied, adding GPUs doeg not help
= (dea
= Run dycore and rad (every 6O time-gtep) in parallel ag GPU etreamg, OpenMP and OpenACC applied (agynce queues)
= Hypothesie

= Thig way GPUg can be utilized in a way nearer to gaturation

: : : : SRR esivwace
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COSMO - Regults: Courtesy Carlog Oguna

= Reacone
= Reaulte

= No bit-identical resulte, but differenceg ghould = (Too) Large kernels n the rad scheme use all

be emall from theoretical congiderationg - full resources, and block other kernels

meteorological evaluation wag not performed, = Controlling launch times for kernele would help
though. here, but wag not posgible from OpenACC

= Quote from report: ,,Even though we observed = My take
the degired tagk paralleligm in the radiation = Smart strateqy, but digappointing reqults
acheme, we could not meagure a gignificant = Qtrategy dropped for the time being
improvement in performance corregponding to

= Dependent on implementation of the

H" P

coneurrency in the component(c)
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LFRic: Courtesy Rupert Ford

= W&C atmogphere code of MetOffice to come
= Not yet complete, not yet with the desirable performance, but ugeable for prototypical cage studieg

= Concurrency for components and data treated ag usual, aleo with DSL
(for functional and tagk low level Cone. on loop level)

= Approacheg: High level concurrency

= for glow phygice, within a time-gtep
= processes are independent of each other within a tilmestep

= (Fast physice are not congidered and executed sequentially)
= for radiation, acrose time-step

= Use phygice congideration

= Rad tatug i¢ not (very) dependent on parameterg in the game time-gtep, information can be uged from earlier time-gteps

esivwace
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LFRic, slow phygsice: Courteey Rupert Ford

= Time-gtep in LFRIC ag DAG:

Corregponding Author: Reinhard Budich, MOI-M, reinhard budich@mpimetmpg.de
14

EEEEEEEEEEEEEEEEEE



LFRic - Slow phygiee expanded: Courtesy Rupert Ford

‘
"‘ LFRic <low phuct
4-* I Slow pnysics
‘ pc2_rad_response

"
»(  spectral_ gwd

orographic_drag

w @ timestep_end

timestep_begin

advection

Computation at rad time gtep !
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LFRic - Slow physics expanded: Courtesy Rupert Ford

2
I"‘ LFRic glow phygice
. pc2_rad response p g

@
fsd_ condensate
»( spectral_gwd

orographic_drag

timestep_begin

advection

LFRic glow phygics TS weighted

Different posgibilitieg for
concurrency under

congideration, depending on

complexity of componente

) ) BN S o ' BV BT . e Y Y e e
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LFRic, concurrent rad: Courtesy Rupert Ford

= Reaulte:

= [t depends

= on physical ageumptiong, and cost benefit congiderationg by scientigte

= on the exact balance of coste for the different components, depending on their complexity and the frequency with
which they are computed

= on implementation of the concurrency in the component(e)
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[CON: C. Many lconigte - Marco Giorgetta, Leonidag Linardakie, Julia Durag ...

= Complex coupled weather and climate model of DKRZ, DWO, KIT and MPI-M
= Atm, Lnd, Oce

= Provides ample concurrency in all dimensiong
= Coupling of the atmogphere and the ocean via the coupler library YAC
= [/O-Server library COI-PIO, enabling coneurrent execution of [/O
= Data parallelism within model componente employing OpenMP and MBI
= functional coneurrency in [CON-A, [CON-O

= OBGC (HAMOCC)
= provideg a concurrent ocean cage
= Degcribed elsewhere

= [t rung well (T. llyina, perg. comm.)
= Look at rad in [CON-A here

esivwace
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[CON-A: C. Many [coniste - Marco Giorgetta, Julia Durag ...

Y(0)
= DProcese gplitting for glow physice in (CON-A (M. Giorgetta)

_ . rad | |vdfé&sfc| |gwd SSO
= Coarge reg / long time-steps can lead to higher tracer
. . Y L Y v
concentrationg then the resource (neg. concentrationg) 4
-> phygically not reagonable, numerically unstable premp
= High reg / ghort TS configurations allow to reduce _Y
S
number of procesges (rad, diff; cloud p-physice)
cld
= Sequential coupling currently
= But congidered for complete parallel coupling (some remarke next glide) Y (t+dt) — v Y.
= Qo far, partial parallel coupling wag considered
es.wace
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Remarke on Complete Parallel Coupling in [CON-A

= Darallel coupling and computing of more than one “slow phygice” procese and dynamice not yet been done

= [t i¢ a tremendous work, for which gugtainability ie not quaranteed = Distribute the common input stafe

= Darallel coupling scheme to all processes computed in
= Two eynchronizationg necegeary: parallel
= Combine with gome monitoring and regularization echeme to prevent = Collect and procese their output

f " :
rare exceptions within the game time gtep

esivwace
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Remarke on Complete Parallel Coupling in [CON-A

= Darallel coupling and computing of more than one “slow phygice” procese and dynamice not yet been done
= [t ig a tremendous work, for which sugtainability is not guaranteed

= Darallel coupling scheme
= Two gynchronizations necessary:

= Combine with some monitoring and regularization echeme to prevent

rare exceptions = Make input data and the tagke
= Seientifically parallel coupling echeme could be developed independently: available
= Once an accepted coupling scheme for a certain experiment ig found, working with = Get work done a¢ fast a¢
acceptable time steps (i.e. computing coste), such a parallel computing scheme could be developed possible
and employed = Collect reculte from all processes
= Sustainability of the implementation questionable = Combining them ready for the

next phage of computation
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Remarke on Complete Parallel Coupling in [CON-A

= Darallel coupling and computing of more than one “slow phygice” procese and dynamice not yet been done
= [t ig a tremendous work, for which sugtainability is not guaranteed

= Darallel coupling scheme
= Two gynchronizations necessary:

= Combine with some monitoring and regularization echeme to prevent
rare exceptiong

= Scientifically parallel coupling scheme could be developed independently:

= Once an accepted coupling scheme for a certain experiment ie found, working with
acceptable time steps (i.e. computing coste), such a parallel computing scheme could be developed
and employed

= Sustainability of the implementation questionable

= With a completely parallelized computation of procesges, digtribution of regources to the tagke can be
embedded in the model, invigible to the uger

= Dynamical process scheduling might be an option

esivwace
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Partial parallel coupling in [CON-A

= Concurrent computation of radiation process . o
Sequential, ,,traditional

= Use of longer rad time-gtep: = Sy tion
Nt =k - Nt, k> bt b b
= The larger k, the more the radiation will deviate At
from ,true golution - affordable radiation radiation,__ _radiation _
= Concurrent PSrad wag developed 1{ Tt 1£ -
= Own procegees Coneurrent, PSradeon
= difterent coupling scheme, different caugality, different regults
esiwace
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Partial parallel coupling in [CON-A

5.800
+

= Reaulte: SRS P U
= 25 quantities checked in 9 yr AMIP-lke rune = e x
= Deviation ig in the range of a few percent S e PR st

0 900 1800 2700 3600 4500 5400 6300 4-400
900 1800 2700 3600 4500 5400 6300

= Radiation accuracy can be increaged by a reduced time-gtep length, without oompu‘rahona’f overhead

= Computational gain ok, though not terrific:

= integration of the whole model gete faster by about the amount needed for the radiation computed gequentially
= Very much depending on resource digtribution between PSradeone and ,rest of the model”
= Dractical complications and intenge tegting necesgary <- Very cogtly, not affordable in our cage!

= And: PSrad wag dropped for other reagons
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ICON: Conclugion

= [CON-A:;
= More work to be done
= Re-atructuring and -engineering in full ewing (DestinE, Warmworld, otherg)
= For functional concurrency, extra project funding applied for

= Dependent on implementation of the concurrency in the component(g)

= Qeome to have worked for [CON-O/HAMOCC (OBRC)

Corregponding Author: Reinhard Budich, MOI-M, reinhard budich@mpimetmpg.de ( %%J&Q{%&i%w
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The Potential of Functional Concurrency

= Dependent on implementation of the concurrency in the
componentl(g)

Corregponding Author: Reinhard Budich, MOI-M, reinhard budich@mpimet.mpg.de = m! EEEEEEEEEEEEEEEEEEEEEEEEEEE
23 B /o cmre  evore



The Potential of Functional Concurrency

= Dependent on implementation of the concurrency in the
componentl(g)

= No generic approach vigible, 8o cage- and model-dependent
= AND: [t is depending on intense scientific evaluation & cooperation
= But the only potential candidate for more parallelization

= Huge cost involved
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Why it ie g0 hard

= Radiation ie special cage since At,,>> Atret dow physice

= Other (eub-time-gtep) components need to be modified scientifically before they can be algorithmically and numerically altered in order to achieve
coneurrency ¥ High effort, high risk

= However, having the flexibility in the software to be able to test whether it i beneficial to run sub-components concurrently or not and being able to
chooge a different solution depending on the required configuration and underlying architecture is comething that would be beneficial for scientists.

= [n the report different ecenariog concerning properties of the sub-components and the reource availability are discussed which would benefit from quch
flexibility

= Flexibility in ordering of SC, or chooging different regolution, rateg or precision might also help - discuseed in the report

= Conclugion of thig report: A well defined interface (of which a subroutine boundary with all data being pagsed by arqument ie congidered sufficient) ie
neceggary in order to be able to maintain a more flexibility for concurrency; two of four modelg have thie already

= Depending on machine architecture, a mix of MOI&OpenMO&OpenACC geems most appropriate - algo hard!
= Buffer gpace needs to be allocated to store information from former time stepg, also depending on the scientific set-up

= Complexity seems to grow overwhelmingly
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Ootential Solutiong

= [deag/recommendationg from the report for further investigation:

= Coupling aystems and frameworkge show potential

= ESMF
= DSL

= Combination of library code, code-generation and -modification

(CCOP@NCAR)

= Lib between component and gub-component ag a SC-wrapper

Corregponding Author: Reinhard Budich, MPI-M, reinhard budich@mpimetmpg.de
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Outlook

= Technology changeg

= NIVIDIA’S Multi-Inetance GOU for better load balancing
= Further problems:

= Droliferating programming codes

= Heterogeneity

= Big projecte plus presgure for more paralleligm might help ...

= We need to uge the concept of functional concurrency to structure the problems in a way to parallelize
execution of taylor-made codes of certain physical processes

: : : : NP esivwace
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Thanka!

= (Quegtiong

ESIWACE2 has received funding from the European Union’s
Horizon 2020 research and innovation programme under grant
agreement No 823988
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