@ R?tionthCe.ntsre.for UnIVEI‘SIt of
mospheric Science ‘=. Re 3 d|n g

ExCALIData: Exascale |/O &
Storage and Workflow

[Bryan Lawrence + many]

https://excalibur.ac.uk/projects/excalidata/

O mmam

g UNIVERSITY OF XCWJR
don il SN a i



https://excalibur.ac.uk/projects/excalidata/

Overview

Exascale Computing ALgorithms & Infrastructures Benefiting UK
Research (ExCALIBUR)

ExCALIBUR is a UK research programme that aims to deliver the next generation of
high-performance simulation software for the highest-priority fields in UK research. It started in
October 2019 and will run through until March 2025, redesigning high priority computer codes and
algorithms to meet the demands of both advancing technology and UK research.

ExCALIBUR is built around four pillars — separation of concerns, co-design, data science,
investing in people

Atmospheric Science
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ExCALIBUR Themes

e High Priority use cases
o Weather and Climate, Fusion

e Emerging Requirements for High Performance Algorithms
o Social Sciences, Humanities, Biomedicine...

e Hardware and Enabling Software
o Testbeds, early access to novel hardware and software

e Cross-cutting Research

e RSE Knowledge Integration
o Grow interdisciplinary RSE community, fill skills gap, training...

National Centre for
Atmospheric Science
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EXCALIBUR Cross-cutting Research

/O & storage

Data workflow

Coupling

Domain Specific Languages

National Centre for
Atmospheric Science
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EXCALIBUR Cross-cutting Research

e |/O & storage
o ExCALIStore
m Reading, Cambridge
e Data workflow
o ExCALIWork
m Reading, DDN, StackHPC )
e Coupling
e Domain Specific Languages

>~  ExXCALIData




ExCALIData

® simulation/
deep storage/ Key Problem ,
retrieving & scattering
AN
Key Problem data to compute nodes ( Raad pus )
Efficient selection with high volume (parallel read).
deep storage depends file, format, Select Inputs !
and domain specific metadata; using metadata > .
Selection could involve Simulation
"server side processing". v
In-flight data
] Key Problems s 3
Retrieve data Parallel write; Presence/ :)i;c;c:ﬁ:t::;\i/;leyductlon
absence/utility of burst buffer?; decomposed onto PEs)
cache data
Key problem
Possible use of 10 servers write outputs
v &/or middleware; Compression?;

National Centre for
Atmospheric Science
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ExCALIData

analysis/

Key Problem

May involve much other data as well as
other simulation products. Importance
of formats/standards/ conventions.

(read outputs)

Key Problems b‘

Decompression? Harder to optimise?
More use of task parallelism?
Different MP| decomposition(s)?
Possible use of high volume

AlI/ML workflow on GPU;
Virtualisation;Visualisation;

Active Storage; Vendor lock-in.

/

Post-Processing

(write more outputs)

Deep Storage}

Overarching Problems

Workflow portability;

Managing workflow of moving data
between tiers of storage,
potentially across WAN.

Heterogeneous storage architectures.

D

(create metadata)

v

®
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ExCALIStore

Development and demonstration of novel approaches to optimising aspects of
the data flow to improve 1/O for large-scale applications.

Storage interfaces
Data management across storage tiers and between institutions
Accelerating 10
o Network fabric
m Remote Direct Memory Addressing (RDMA) and/or SmartNICs
o Advanced burst buffers
o 1O middleware
m  ADIOS
m ESDM
Synthetic tests and application to Weather & Climate and Fusion cases

National Centre for
Atmospheric Science
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ExCALIStore

extract a particular spatio-temporal
variable from a set of files

apnie

aggregated_dimensions:
Dimensions of the aggregated data

aggregated_data
ggregating the fragments

locat: format :
ents in Formats of fragment files

the aggregated data

i address :

file: Addresses of data

URIs of fragments in fragment file

Dimensions indexing the
number of fragments.
along each aggregated
dimension

cf aggregation - underlying data remains
unaltered, the aggregation presents the user
with a single file

Dimensions indexing the
fragment datasizes
along each
aggregated dimension
(padded with missing
values as required)

keep track of files held in multiple different
storage elements

_dimension ime lat:
temp:aggregated_data = "location: aggr

file: aggregat
F ag.

cf store - a method of cataloguing the list of
atomic datasets available to user and

tools for manipulating the atomic datasets
(such as, listing all atomic datasets in a
particular storage element, identifying
duplicates, and moving subsets between
storage elements).

string aggregati
int aggregation_.

n_file(f_time,
location(i, 3) ;

=6, 6,
73

144,

/7/3datal/Jan-June

file:///data2/July-Dec.nc

https://ncas-cms.github.io/cf-python
https://ncas-cms.github.io/cf-python/aggregation rules.html
https://github.com/NCAS-CMS/cfstore

cf aggregation

o

files

= — olcions § NTEGER
[path [VARCHAR] | 0.N
on
{01 [sorage_fies sssacitions
s 8 VTEGER
- fies id (INTEGEF]
Tocaions an
id INTEGER]
s ARGHATT
cotctons roperies
Fllcee TEGE
e NARGHAR |, -~ 01
‘Gesoription [TEXT] value [TEXT]
Volume (NTEGER]| 0N
batch [BOOLEAN] Py, relationship
T 0N, 0N id [INTEGER]
U2 related_objects.
e aTNTEGER o

olatonship_id (NTEGER]
{1y | lests 1 [NTEGER]

W |

[ clations
T INTEGER] o (0. |COlctons G (INTEGER]
name [VARGHAR(G4)] tags id INTEGER]

cf store

David Hassell, Sadie Bartholomew,
George O'Brien
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ExCALIStore

e CRCS testbed
e Cambridge Data Accelerator (DAC)
o  Burst Buffer
m Improved NVMe file system life
cycle
e deploying a per job
ephemeral directories
m  mpifileutils dsync as opposed
to simple rsync for improved
stage in and stage out
performance
m  SLURM Burst buffer Lua
functionality
o Build a DAOS prototype system,
integrate into the burst buffer
framework

Paul Calleja, Wojciech Turek, Chris Edsall

( Service entry
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ExCALIWork

Development and demonstration of novel approaches to taking certain computations to the data
to reduce the need for data movement to improve 1/O in large-scale applications

e Support for moving computation away from the traditional analysis phase
o Increase concurrency/Reduce data movement
o Move data reductions into the storage layer
m Active Storage
e User facing
e Storage compute
o Move ensemble manipulations into the simulation phase
m Leverage XIOS capability
e Current model (UM)
e LFRic
e Synthetic tests and application to Weather & Climate and Fusion cases

National Centre for
Atmospheric Science
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David Hassell, Valeriu Predoi, Stig Telfer, J-T Acquaviva a

National Centre for
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Active Storage Servers

The API talks to “chunks” and needs to work on

those

index
order

B N
AT, R U €

A

chunked

Two-implementations:

S3 (with StackHPC)

IME/RED (POSIX) (with DDN)

cluster

node4 node3

node2

node1l

node8 node7

node6

node5

File System / Object Store/

B

chunk4

chunk1

chunkaB t'hunk?z[3
g

P /

storage server2

shard2n2

shard2n1




ExCALIWork

Coupled UM Ensemble -

Ensemble diagnostic
output

Exploit XIOS capability to deliver
in-flight ensemble diagnostics

Ensemble
member control
files,
checkpoints etc

<grid id="um-atmos grid uv pfl35225">

<domain domain ref="um-atmos grid uv" />
<axis axis ref="um-atmos pf135225" />
<axis axis ref="ensemble" />

</grid>

<grid id="um-atmos grid uv pfl35225 ensmean">
<domain domain ref="um-atmos grid uv" />
<axis axis_ ref="um-atmos pf135225" />
<scalar id="um-atmos_grid uv pf135225 ensmean">

<reduce axis operation="average" />

</scalar>

</grid>

Jeff Cole

XIOS client

Atmospheric Science
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(Identify major Knowledge Exchange channels and conlacls)

EXC/ \L I D ata (Slrengthen existing links with Society of Research Software Engineers)

Knowledge Exchange : e Identify and liaise with
g g gg:[%ﬁgd inise-with poetgrlu?i,alaz:ad:::ltf;e ;Nelctor Map out current
Knowledge Exchange enld.-usc’ag.al:d reltt_evar:t confgrences, vrvtorlff'hops,
e Position the next generation of coordinators rovstadisSeadee sl il
software engineers at the cutting
edge of scientific computing
e Ensure integration across the (Establisha knowledge dissemination strategy plan)
programme activities
® ESta b I iS h conn eCti ons W|th [Contribute to the programme’s knowledge dissemination strategy]
. o 3 ) v through networking with peer KE coordinators
potential beneficiaries in academia,

Public Sector Research oo ween e v d‘l' -
. . oping wor op(s) with target secondary user communities
Establishments and industry [ a ]

(e.g. Turbulence consortium, AIML for data science project, DIRAC community etc)

v

(Attend meetings as appropriate)

¥

(Dissemination workshop towards the end of the project)

* National Centre for
(Summary communication and dissemination report Atmospheric Science
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ExCALIData

Watch this space - thanks

National Centre for
Atmospheric Science
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