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This report describes the work achieved within IS-ENES3 on improving and extending the 

capabilities and performance of the ESMValTool backend as well as on coupling externally 

developed diagnostics and metrics to ESMValTool. This work has been driven by user 

requirements and community standards defined within IS-ENES3, leading to a major rewriting of 

ESMValTool. All changes were first released with version 2.0. This software package has been 

specifically designed for performance intensive tasks with a technical backend based on the Iris 

library. The improved modularity of ESMValTool facilitates the coupling of diagnostic packages 

and recipes as, for instance, extensively used by scientists for the IPCC AR6 report. Continuous 

technical developments on ESMValTool applying modern software engineering techniques led to 

regular releases with further improvements. With version 2.8 (March 2023), all developments 

described in this report have been released. 
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Executive Summary 
 

This report describes the work achieved within IS-ENES3 on improving and extending the 

capabilities and performance of the ESMValTool backend as well as on coupling externally 

developed diagnostics and metrics to ESMValTool. This work has been driven by user 

requirements and community standards defined within IS-ENES3, leading to a major rewriting of 

ESMValTool. All changes were first released with version 2.0. This software package has been 

specifically designed for performance intensive tasks with a technical backend based on the Iris 

library. The improved modularity of ESMValTool facilitates the coupling of diagnostic packages 

and recipes (evaluation workflows) as, for instance, extensively used by scientists for the IPCC 

AR6 report. Continuous technical developments on ESMValTool applying modern software 

engineering techniques led to regular releases with further improvements. With version 2.8 (March 

2023), all developments described in this report have been released. 

The work presented in this document significantly improved ESMValTool, which is now a robust, 

scalable and easy-to-use infrastructure for model evaluation. The wider climate community is 

encouraged to continue using ESMValTool and contributing to its developments as needed for their 

scientific applications. 

Future improvements for ESMValTool include in particular further widening of the range of 

scientific applications, developing recipe testing workflows to automate the detection of changes 

in recipe output, and further improving the memory efficiency (lazy capabilities) to prepare the 

evaluation tool for processing high-resolution data.  

The development team of ESMValTool will continue to provide guidance and support. This will 

help advancing ESMValTool and ensure its long-term sustainability. 
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1. Objectives 

The Earth System Model Evaluation Tool (ESMValTool) [1] is an open-source, community-

developed, climate model diagnostics and evaluation software package. ESMValTool has been 

developed with the aim of taking model evaluation to the next level by facilitating analyses of many 

different model components, providing well-documented source code and scientific background of 

implemented diagnostics and metrics and allowing for traceability and reproducibility of results 

(provenance). ESMValTool was originally designed and optimized to handle the large data volume 

of the output from CMIP6 [2] and has been used to support about 50 analyses used in the IPCC 

WGI AR6 [3]. It consists of a backend (ESMValCore) that performs common pre-processing 

operations and a diagnostic part which includes diagnostics and performance metrics for specific 

scientific applications. 

This report describes the work done since the start of IS-ENES3 on improving and extending the 

capabilities and performance of ESMValTool. The main developments targeted in this deliverable 

are the following ones: 

● Improving ESMValTool to efficiently handle the large amount of data from CMIP6, future 

phases of CMIP and CORDEX data together with observational data required for model 

evaluation; 

● Ensuring efficiency, provenance tracking, automated testing, and documentation following 

community standards and modern software engineering practices; 

● Improving user-friendliness including in particular easier installation and portability to 

multiple platforms and compute infrastructures; 

● Facilitating the integration of externally developed diagnostic packages and metrics as well 

as implementation of AR6 recipes. 

This deliverable includes a final IS-ENES3 ESMValTool release, namely v2.8 (March 2023), 

which comprises all developments and enhancements described in this report. This final IS-ENES3 

release is based on ESMValTool version 2.0, a major update from the first release of the evaluation 

tool. ESMValTool v2.x has been documented scientifically and technically in a series of papers 

[1,3,4,5,6].  

 

 

 



 
 

   

5 

 

2. Technical improvements of ESMValTool 
 

2.1. Coding workshops and coordination of ESMValTool 

activities 

During the project, a series of 8 coding workshops, funded by IS-ENES3, have been organized (in-

person, hybrid and virtual meetings) to work on technical improvements of ESMValTool and 

discuss strategic issues. These events have been beneficial to structure the ESMValTool 

community, shape its governance and coordinate continuous developments of the software. The 

summaries of these meetings are made available on the ESMValTool website. ESMValTool 

activities have also been coordinated during regular WP9 video calls, meetings of the ESMValTool 

Technical Lead Develop Team and meetings between ESMValTool and Iris developers. The 

outcome of such meetings is made publicly available on the ESMValGroup GitHub where the 

software is developed. 

2.2. Modularity and workflow 

In the design phase of ESMValTool v2.0, it was decided to fully separate the preprocessor part 

from the diagnostic one in order to provide more flexibility and improve the maintainability of the 

evaluation tool. The preprocessor part consists of common operations, such as extraction, 

regridding, masking, time subsetting, and reformatting to CMOR standards, which are applied on 

input data before these are used in diagnostic scripts for scientific analyses. In the predecessor 

version, ESMValTool v1, these two parts were not clearly separated which could result in 

inefficient data preprocessing and slow performance when performing analyses of large data 

volumes [1]. 

 

In order to address the performance bottleneck and allow for efficient evaluation of large amounts 

of input data with the execution of parts of the processing in parallel tasks (see Section 2.6.1), the 

structure of ESMValTool has been fully revised and now comprises two main components: 

ESMValCore, which is a Python Package providing preprocessing capabilities, and ESMValTool, 

which is a suite of diagnostic scripts and performance metrics routines. ESMValCore is written in 

Python 3 and takes the advantage of the Iris library (Met Office, 2010-2023) to efficiently process 

large amounts of input data (see Section 2.7). A preprocessor module of ESMValCore is a Python 

function that takes an Iris cube and a set of arguments as input and returns a cube. The Iris library 

is used to load the data as cubes and pass these between preprocessor functions used in the 

evaluation process. The parameters controlling preprocessor functions can be specified in an 

ESMValTool recipe (see below). The ESMValCore module comes with an API that makes its 

functionality accessible by external software or usable interactively, such as in a Jupyter Notebook 

(see examples in the ESMValCore package). 

https://esmvaltool.org/meetings/
https://github.com/ESMValGroup
https://github.com/ESMValGroup
https://github.com/ESMValGroup/ESMValCore/tree/main/notebooks
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The diagnostic part consists of multi-language scientific diagnostics currently supporting scripts 

and packages written in Python 3, NCL, R, and Julia to enable contributions from a wider 

community of scientists. Support for other freely available languages could be added upon request. 

The evaluation workflow is controlled by a set of parameters specified in a configuration file and 

an ESMValTool recipe, both using the YAML format. A recipe contains four main sections: the 

documentation section which provides a short description of the analysis and corresponding 

references, the dataset section that lists input data used in the evaluation, the preprocessor section 

in which preprocessing functions, their settings and order are specified, and a diagnostics section 

that defines the diagnostic scripts used, their settings and order. The diagnostic package contains 

many example recipes on which more complex analyses can be built. 

 

ESMValCore also contains a task manager that governs the evaluation workflow. This includes a 

data finder, the preprocessing operations with output written to netCDF files and further analyses 

with tailored diagnostic scripts; see Fig. 1 for a schematic representation of ESMValTool v2.  The 

revisited design of ESMValTool allows the software to determine which tasks of the evaluation 

workflow can be run in parallel (see Section 2.6.1 on performance improvements). The enhanced 

modularity of ESMValTool v2 eases the maintenance of the packages and the addition of new 

features, not only for core functionalities but also regarding the implementation of new scientific 

analyses using diagnostic scripts and external packages. 

 
Figure 1: Schematic of the ESMValTool architecture (from [1]). 
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2.3. Continuous development 

The developments of ESMValTool and ESMValCore are done as open-source projects on GitHub, 

where the source code and discussions about ongoing developments and new features are publicly 

available. The development of both packages relies on modern software engineering techniques, 

such as automated testing (see Section 2.4), code reviews, software quality monitoring and 

extensive documentation. While maintaining very high scientific standards for the diagnostics, 

coding standards have been relaxed compared to ESMValCore contributions to make it easier for 

scientists to contribute their code to ESMValTool. Development and maintenance of core 

functionalities affecting the whole software package is usually done by software engineers whereas 

contributions to diagnostics and analyses are mainly done by scientists.  

2.3.1. Documentation 

The documentation of ESMValTool and ESMValCore is available at https://docs.esmvaltool.org 

and hosted by ReadTheDocs. It is built automatically with Sphinx to allow for continuous 

improvements of the documentation as the packages are being developed. The documentation has 

been extensively revised during the release of ESMValTool v2.0 and continuously improved in 

following releases. Among others, it includes instructions on how to get started with the software, 

a gallery showcasing results produced with ESMValTool, extensive documentation about available 

recipes and diagnostics, a description of all preprocessor modules, and the documentation of the 

public API of ESMValCore. The source code of the documentation is available on GitHub and 

consists of reStructuredText files (.rst) which can be edited via GitHub pull requests. 

2.3.2. Contribution guidelines 

Extensive developer documentation has been written to explain how to make use of the continuous 

integration services employed for the development of the packages (ESMValTool contribution 

guidelines, ESMValCore contribution guidelines). These guidelines are based on requirements on 

coding standards defined in WP51 and on years of experience developing ESMValTool. 

Contributors can find instructions on how to use static analysis code tools to check the quality of 

their code for the different languages supported. These guidelines also include recommendations 

on how to write clear and concise code, write and preview documentation, handle automated tests 

and add new dependencies to the packages. Detailed recommendations are available for 

contributors of recipes, diagnostics and reformatting scripts for observational and reanalysis 

datasets. 

 

When developing core functionalities or the API, contributors are asked to avoid making backward 

incompatible changes. As such changes can sometimes become unavoidable to enhance 

                                                 
1
 available on https://iseneseval.github.io/diagstandards/best_practices.html  

https://github.com/ESMValGroup/ESMValTool
https://github.com/ESMValGroup/ESMValCore
https://docs.esmvaltool.org/
https://docs.esmvaltool.org/en/latest/quickstart/index.html
https://docs.esmvaltool.org/en/latest/gallery.html
https://docs.esmvaltool.org/en/latest/recipes/index.html
https://docs.esmvaltool.org/en/latest/recipes/index.html
https://docs.esmvaltool.org/projects/esmvalcore/en/latest/recipe/preprocessor.html
https://docs.esmvaltool.org/projects/esmvalcore/en/latest/api/esmvalcore.html
https://docs.esmvaltool.org/en/latest/community/index.html
https://docs.esmvaltool.org/en/latest/community/index.html
https://docs.esmvaltool.org/projects/esmvalcore/en/latest/contributing.html
https://iseneseval.github.io/diagstandards/best_practices.html
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ESMValTool or improve its user-friendliness, guidelines have been added on how to discuss such 

changes with the Technical Lead Development Team and handle feature deprecations over the 

course of two consecutive releases2. 

 

Guidelines have also been added regarding recipe maintenance3 which is necessary to ensure that 

public ESMValTool recipes can still be run with newer versions of the software and that the outputs 

are not affected by changes to core functionalities. When contributing a new recipe to 

ESMValTool, it is usually expected that, at least, one contributor would act as “recipe maintainer” 

and be the first contact point for the Technical Lead Development Team. The ESMValTool 

development community strives to release new versions in which a maximum number of recipes 

works correctly. If the maintenance of a recipe is no longer possible, that recipe could be retired as 

described in the contribution guidelines4. 

2.3.3. Code reviews 

Code reviews have been introduced and embraced by the community to ensure reliability of new 

contributions and transfer of knowledge within the community. Guidelines for code reviews have 

been added both for ESMValTool and ESMValCore. Checklists are automatically generated when 

opening a pull request to ease the work for contributors and reviewers. For ESMValTool, two 

separate code reviews are usually done: a technical review to check the code quality and a scientific 

review to check the relevance and accuracy of the changes. The code reviews for ESMValCore 

consist of more thorough technical assessments of the code quality and design to ensure that the 

changes adhere to the coding standards without reducing the performance of the package. 

2.3.4. Releases 

During the IS-ENES3 project, a total of 15 releases5 of ESMValTool has been made. This includes 

the major release of ESMValTool v2.0, preceded by 4 beta releases, and followed by 9 regular 

releases and a bugfix one. For ESMValCore, a total of 40 releases6 has been made, including the 

major release of ESMValCore v2.0, preceded by 12 alpha and beta releases and followed by 8 

regular releases, 2 bugfix releases, and 17 release candidates. These releases were all coordinated 

by core developers involved in IS-ENES3 and supported by the manager of the previous release. 

 

                                                 
2
 https://docs.esmvaltool.org/projects/esmvalcore/en/latest/contributing.html#backward-compatibility  

3
 https://docs.esmvaltool.org/en/latest/community/maintainer.html  

4
 https://docs.esmvaltool.org/en/latest/community/broken_recipe_policy.html#broken-recipe-policy  

5
 https://github.com/ESMValGroup/ESMValTool/releases  

6
 https://github.com/ESMValGroup/ESMValCore/releases  

https://docs.esmvaltool.org/en/latest/community/review.html
https://docs.esmvaltool.org/projects/esmvalcore/en/latest/contributing.html#pull-request-checks
https://docs.esmvaltool.org/projects/esmvalcore/en/latest/contributing.html#backward-compatibility
https://docs.esmvaltool.org/en/latest/community/maintainer.html
https://docs.esmvaltool.org/en/latest/community/broken_recipe_policy.html#broken-recipe-policy
https://github.com/ESMValGroup/ESMValTool/releases
https://github.com/ESMValGroup/ESMValCore/releases
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Releases follow a regular 4-months schedule that is publicly available in the documentation7. 

Frequent releases enable the development community to make new features and bug fixes widely 

available in a timely manner. The release of both packages is tied together, starting with 

ESMValCore. Since version 2.4, ESMValCore is first made available as a release candidate that is 

used to test all recipes of ESMValTool (see Section 2.4.4). If bugs are found during this testing 

phase, a new release candidate is made available to fix those issues and recipes are tested again. 

This process minimizes the risks of having to release bugfix versions of ESMValCore if bugs are 

found while testing recipes. The release of the final ESMValCore version is followed by the 

ESMValTool release of the same version number within a few days. Detailed steps on how to make 

releases are available in the documentation of ESMValTool8. 

 

2.4. Automated testing 

2.4.1. Testing strategy and continuous integration services 

Automated testing is an important and integral part of any modern distributed software package. It 

is meant to continuously examine the correct and desired behaviour of the code, both atomically 

(unit tests that test the behaviour of specific, individual functions), and globally (integration or 

regression tests that examine the smooth running of entire sub-assemblies of the code, isolated or 

with regard to (parts of) the workflow). Testing is directly motivated by the code’s nature of being 

under constant development. Using a number of common-use settings (e.g. running in different 

modes - development vs stock builds, documentation builds, running over different supported 

platforms, etc.), we can identify various breakage points by performing testing. As such, we have 

deployed continuous integration test suites over two main testing platforms: CircleCI and GitHub 

Actions. The reason why we use two different platforms (vendors, but only their free plans are 

used) is that each offers a number of benefits. CircleCI offers easy use of already deployed 

containerized builds (so that the user does not have to wait for a complete rebuild of the 

environment, and an installation of ESMValTool happens before actually running the test suite). 

GitHub Actions offers free testing over multiple supported operating systems, and using different 

versions of Python. CircleCI tests are usually run with every pull request, since they offer a fast, 

yet fairly comprehensive alternative to testing, and Github Actions are run nightly, being more 

comprehensive, but also slower.  

 

We have a large number of unit, integration, and regression tests. The latter tests are used to 

compare numerical output versus desired results. This is a type of integration test which is more 

oriented towards correct results. The test run times are usually short since we use a number of 

modern optimization tools. We run tests on multiple cores (multiple processes), we optimize 

                                                 
7
 https://docs.esmvaltool.org/en/latest/community/release_strategy.html#release-schedule  

8
 https://docs.esmvaltool.org/en/latest/community/release_strategy.html#detailed-timeline-steps  

https://circleci.com/
https://github.com/features/actions
https://docs.esmvaltool.org/en/latest/community/release_strategy.html#release-schedule
https://docs.esmvaltool.org/en/latest/community/release_strategy.html#detailed-timeline-steps


 
 

   

10 

 

memory bandwidth/consumption by utilizing Dask numerical arrays for loading testing data, and 

we employ test monitoring: a dedicated test that monitors the performance of all our tests, allowing 

us to make adjustments/optimization every time we notice tests that are computationally inefficient. 

Testing usually covers all functional aspects of the package: from testing the building of the 

environment (thus finding any possible conflicts between two or more of the package’s 

dependencies, obsolete locations of our dependencies, etc.) to actually running “mock”9 end-to-

end analyses. Another aspect of testing is to create the “last stable environment” - in a world where 

software packages evolve rapidly, we may encounter situations where the environment becomes 

unsolvable for a period of time. To eliminate this possibility, we run periodic tests that build stable 

environments, and record them as hard copies in conda lock files10, that can later be used to recreate 

the last stable environment.    

2.4.2. Test coverage 

In summer 2021 we started using the code coverage service Codecov to make code coverage more 

visible on pull requests to the ESMValCore and for each pull request, we require that changed code 

is covered by unit tests. This has led to a team culture where everyone writes unit tests for their 

contributions, thus improving reliability and maintainability of the code. Figure 2 shows how the 

code coverage increased since we started using Codecov. 

                                                 
9
 mock here denotes that sample or testing data is used, rather than real-life data, which is very large and difficult to 

be transferred to various testing sites; these tests aim to find any broken links in the analysis workflow.  
10

 https://docs.esmvaltool.org/en/latest/quickstart/installation.html#installation-from-the-conda-lock-file  

https://about.codecov.io/
https://docs.esmvaltool.org/en/latest/quickstart/installation.html#installation-from-the-conda-lock-file
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Figure 2: Code coverage evolution over time. 

 

As ESMValCore is the library that underpins the ESMValTool, we set higher standards for the 

reliability and code quality of contributions to ESMValCore than to ESMValTool, because if 

something breaks in ESMValCore, many users are affected. ESMValCore contributors are 

typically technically skilled enough to implement unit tests and the Technical Lead Development 

Team helps those who are not yet skilled enough. For ESMValTool, we chose not to make unit 

tests compulsory because fewer users are affected if a single diagnostic or recipe breaks and 

contributors typically do not have the skills and/or time to implement unit tests. To ensure a reliable 

user experience with ESMValTool, we instead rely on peer review to produce known good outputs 

and test by running the recipes regularly and comparing the results to those known good outputs. 

This is described in more detail in section 2.4.4 Automatic regression testing. For these reasons, 

we only use a code coverage service for ESMValCore. 

2.4.3. Testing service for recipe 

In collaboration with WP7, a testing service for scientific contributions to ESMValTool has been 

set up. This service consists of a bot, named ESMValBot, that is deployed and run on a virtual 

machine hosted at DKRZ. It allows developers to test their recipes by requesting a run simply by 

writing a comment in their ESMValTool pull request: “@esmvalbot Please run 

https://docs.esmvaltool.org/en/latest/community/diagnostic.html#testing-recipes
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recipe_xyz.yml”. Such a comment triggers a new installation of ESMValTool, followed by 

the recipe run. The usage is limited to recipes not requiring more than 64 GB of RAM. The service 

has access to data available at DKRZ. This addition enhances the user-friendliness for developers 

and reviewers of recipes who do not need to install ESMValTool on their local machine and obtain 

the input data beforehand. The output of these recipe runs are automatically uploaded to a web 

portal and can be browsed via an html page generated with each run. 

2.4.4. Automatic regression testing 

During the release process of the packages, all recipes are tested against a release candidate of 

ESMValCore. This is necessary to detect whether changes in core functionalities of ESMValTool 

could break existing recipes or modify their output. If a bug is discovered and needs to be fixed 

before the release, a new release candidate of ESMValCore is made available and the set of recipes 

is tested again. In order to run all recipes at once on HPC machines and monitor the jobs, a cylc 

suite has been added to ESMValTool. An overview webpage has been developed to display the 

output of all recipes produced with these tests (see e.g. test runs for the release of ESMValTool 

v2.811). This webpage is used by the release manager to ask maintainers to check whether their 

recipes ran fine and to detect possible problems. 

 

Furthermore, a utility script12 has been added to compare one or more run(s) against previous runs, 

for example produced during the previous release. This script compares netCDF and PNG files 

between two runs and outputs a warning when a given run requires human inspection of the results. 

 

In the next phases of the development of ESMValTool, more efforts are planned towards 

automatizing the detection of changes in the output due to modifications in core functionalities and 

performing such checks more often than only for releases. The development of such test workflows 

would ease the maintenance of the packages by detecting issues early on in the development cycle 

and streamline the release procedure of ESMValTool. 

 

2.5. Containerization and packages 

The installation procedure of ESMValTool has been simplified to improve the user-friendliness for 

new users. The packages have been deployed on the conda-forge channel and made available as 

containers to facilitate their installation and usage on various compute platforms. ESMValTool 

supports installation on Linux and MacOS. It can be used on systems ranging from personal laptops 

to major HPC systems. Since many of the users work on HPC systems that offer direct access to 

large data pools, ESMValTool is pre-configured to find data on such systems, including: JASMIN 

                                                 
11

 https://esmvaltool.dkrz.de/shared/esmvaltool/v2.8.0/debug.html  
12

 https://docs.esmvaltool.org/en/latest/utils.html#comparing-recipe-runs  

https://esmvaltool.dkrz.de/shared/esmvaltool/esmvalbot-output/
https://esmvaltool.dkrz.de/shared/esmvaltool/esmvalbot-output/
https://docs.esmvaltool.org/en/latest/utils.html#using-cylc
https://docs.esmvaltool.org/en/latest/utils.html#using-cylc
https://esmvaltool.dkrz.de/shared/esmvaltool/v2.8.0/debug.html
https://docs.esmvaltool.org/en/latest/utils.html#comparing-recipe-runs
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at CEDA, Levante at DKRZ, Nord3v2 at BSC, Ciclad at IPSL, and the ETHZ and MetOffice 

servers. 

2.5.1. Conda packages 

ESMValCore and ESMValTool packages use a fairly large number (20-40) of direct dependencies: 

Python/NCL/R/Julia software packages that are imported and used in various runtime tasks. The 

names of these dependencies are stored in YAML environment files13 (oftentimes together with 

various constraints on specific dependency versions). These are used by the employed dependency 

solver to build a virtual environment, where ESMValCore and ESMValTool are finally installed. 

We source about 99% of our dependencies from Anaconda’s conda-forge channel and the rest from 

PyPi. We use mamba as a dependency solver, since it is fast. Mamba has indeed a C++ integrated 

solver which makes it much faster and as accurate as conda’s Python solver. Because conda-forge 

is probably the most popular and diverse software package ecosystem for Python, our packages are 

also built and deployed on conda-forge (package building involves a process similar to installing 

it, including the creation of a virtual environment holding all the package’s dependencies, 

installing, and testing it). Conda-forge package building, deployment, and maintenance for both 

ESMValCore and ESMValTool is done by a few members of the Technical Lead Development 

Team, and it is usually triggered by a new release. Our packages are also deployed to the Python 

Packages Index (PyPI) to diversify deployment options, and to allow users that do not use conda 

to install ESMValCore and ESMValTool.  

For all of these platforms, installation instructions of ESMValCore14 and ESMValTool15 have been 

added to the documentation. 

2.5.2. Containers 

Both ESMValCore and ESMValTool are available to be installed as containers either using Docker 

or Singularity. The choice to support both platforms was motivated by the fact that not all HPC 

infrastructures may allow the use of Docker due to permission rights. The images are hosted on 

DockerHub and their installation procedure has been reported in the documentation16. The 

installation and building of the images is periodically and automatically tested as part of the 

CircleCI workflow (see Section 2.4.1). 

 

 

 

                                                 
13

 https://github.com/ESMValGroup/ESMValTool/blob/main/environment.yml  
14

 https://docs.esmvaltool.org/projects/esmvalcore/en/latest/quickstart/install.html  
15

 https://docs.esmvaltool.org/en/latest/quickstart/installation.html  
16

 https://docs.esmvaltool.org/en/latest/quickstart/installation.html#docker-installation  

https://mamba.readthedocs.io/en/latest/index.html
https://anaconda.org/conda-forge/esmvalcore
https://anaconda.org/conda-forge/esmvaltool
https://pypi.org/project/ESMValTool/
https://hub.docker.com/u/esmvalgroup
https://github.com/ESMValGroup/ESMValTool/blob/main/environment.yml
https://docs.esmvaltool.org/projects/esmvalcore/en/latest/quickstart/install.html
https://docs.esmvaltool.org/en/latest/quickstart/installation.html
https://docs.esmvaltool.org/en/latest/quickstart/installation.html#docker-installation
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2.6. Improved performance 

2.6.1. Task parallelism 

The development of ESMValTool version 2 was motivated by the increased data volume available 

in CMIP6 and the improved spatial and temporal resolutions of the models. The new design of 

ESMValTool includes a fully revised preprocessor part that has significantly improved the 

performance of the evaluation tool. To assess the gain in performance between ESMValTool 

versions 1 and 2, a benchmark test was conducted in [1] to compare runtimes for the performance 

metrics recipe called recipe_perfmetrics_CMIP5.yml17 (v2.0) and its analogous namelist 

(v1.1.0) on the DKRZ supercomputer Mistral (see Fig. 3). The comparison restricted to a single 

task shows a runtime reduced by a factor 3 in the serial mode of version 2.0, as a result of code 

refactoring, switching from NCL (v1) to Python/Iris (v2), and improved preprocessing capabilities. 

Note that the execution of parallel tasks was not supported in ESMValTool v1. 

 

The performance has been further improved thanks to the task-based parallelization capability 

introduced in v2.0. The workflow manager of ESMValTool determines the number of independent 

tasks, preprocessor and diagnostic tasks, to be executed for a recipe run as well as their dependency 

to ancestor tasks. The workflow manager allows for the parallel execution of independent tasks. 

This is achieved with the Python package multiprocessing supporting the execution of 

parallel tasks within a compute node. The default number of tasks is set to the number of CPUs 

available. This number can be changed in the main configuration file where the user can set the 

maximum number of tasks that can be run in parallel. To assess the additional performance gain, 

the benchmark test was extended using an increasing number of parallel tasks in ESMValTool 

v2.0. This shows that the runtime can be reduced by a factor of about 30 compared to version 1. 

For this specific test case, the benchmark test also shows that performance gain is marginal above 

32 tasks, showing that the runtime of recipes is limited by the longest running tasks. 

 

A larger number of parallel tasks can significantly speed-up the execution of a recipe. Nevertheless, 

since data from simultaneously running tasks must be stored in memory at the same time, a too 

large number of tasks may lead to memory errors. In practice, the ideal number of parallel tasks for 

an optimal runtime depends on the total number of tasks of a recipe, their duration and the memory 

imprint for each of these. Recipes with high memory demands may require to lower the number of 

maximum tasks used, increasing the runtime. For public ESMValTool recipes, an estimate of the 

runtime and memory requirements can be viewed on the recipe portal (see Section 2.4.4) that is 

updated after each release18. 

                                                 
17

 https://github.com/ESMValGroup/ESMValTool/blob/main/esmvaltool/recipes/recipe_perfmetrics_CMIP5.yml  
18

 https://esmvaltool.dkrz.de/shared/esmvaltool/v2.8.0/debug.html  

https://docs.esmvaltool.org/projects/ESMValCore/en/latest/quickstart/configure.html#user-configuration-file
https://github.com/ESMValGroup/ESMValTool/blob/main/esmvaltool/recipes/recipe_perfmetrics_CMIP5.yml
https://esmvaltool.dkrz.de/shared/esmvaltool/v2.8.0/debug.html
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Figure 3: Times required for running recipe_perfmetrics_CMIP5.yml with ESMValTool v1.1.0 and 

v2.0 using different numbers of maximum parallel tasks (from [1]). The corresponding maximum 

memory usage as diagnosed in v2.0 is also shown. Each number in this table corresponds to the 

median of 10 ESMValTool runs, to account for the variability in the performance across different 

nodes. The nodes used for this analysis feature 24 physical cores. 

2.6.2. Support for lazy data evaluation 

Additionally, the performance improvements of ESMValTool largely benefitted from the use of 

the Iris library and its data abstraction feature. Iris cubes allow users to perform a wide variety of 

cube operations in a computationally efficient way, such as subsetting, extraction, merge, 

concatenation, regridding, and interpolation. Iris takes advantage of the Dask library that provides 

lazy evaluation. The data, provided as Dask Arrays, are loaded into memory only when absolutely 

necessary, enabling out-of-core processing and allowing Iris to scale efficiently from single 

machines to multi-core systems. 

 

The adoption of Iris and Dask greatly improved the memory usage of preprocessor functions of 

ESMValTool. Further improvements of the memory imprint management are expected with the 

adoption of Dask distributed schedulers. These schedulers execute the task graphs created with 

Dask Arrays. These need to be optimized for the specific problems that they are implemented for 

in order to take full advantage of distributed schedulers. Such enhancements would open up the 

possibility to run ESMValTool on multiple nodes, facilitating the evaluation of high-resolution 

data. This would also be beneficial for users working on small to moderate sized clusters by 

allowing them to run memory-intensive recipes, such as IPCC AR6 recipes (see Section 2.9), which 

are currently only runnable on large HPC systems. 

 

 

 

 

https://docs.dask.org/en/latest/array.html
https://distributed.dask.org/en/stable/
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2.7. Iris developments to improve the performance of the 

ESMValTool backend 

Since 1 Jan 2019 there have been 14 releases of SciTools/iris, including the v3.x major release 

milestone. Several themes of work have been addressed over the duration of the project to improve 

specific performance issues, and to provide a more robust, stable, and feature rich capability to the 

ESMValTool backend developers and community. Our coverage of the CF Metadata Conventions 

has been extended, which also includes adoption of the UGRID Conventions for unstructured 

support. Likewise the SciTools/iris data model has been matured and extended, with efforts focused 

on offering a wider range of lazy, out-of-core processing capable operations; from loading through 

to analysis and saving. In particular, regridding was a major bottleneck for ESMValTool, however 

lazy regridding within SciTools/iris is now available along with the new SciTools-incubator/iris-

esmf-regrid package, which offers lazy regridding using the Earth System Modeling Framework 

(ESMF) and Dask for both rectilinear and curvilinear grids, and unstructured meshes. Such 

improvements will be particularly beneficial for the evaluation of CORDEX data for which support 

to ESMValCore was recently added (see D9.4).  

 

A summary of previous notable outcomes include: 

1. Extending the Iris data model to support CF Metadata Ancillary Data and Status/Quality 

Flags 

2. Support for lazy Linear, Nearest and AreaWeighted regridding schemes 

3. Introduction of the Iris Common Metadata API, with lenient/strict behaviors 

4. Overhaul of cube arithmetic with extended capability 

5. Addressing Dask bottlenecks with NetCDF loading 

6. Documentation refresh and rebanding to encourage better community engagement and 

adoption 

7. Support for UGRID and unstructured meshes 

8. Adoption of Airspeed Velocity for continuous, automated benchmarking, allowing easy 

identification of performance gains and regressions across the SciTools/iris code base 

9. Welcoming several ESMValTool developers as valued SciTools/iris core developers 

 

More recent outcomes include: 

1. SciTools/iris v3.4.0 release (1 Dec 2022) including the following notable changes: 

a. Significantly improved Pandas interoperability for n-dimensional cubes 

b. Improved metadata handling for coordinates of unstructured meshes 

c. Support for regridding derived coordinates for the PointInCell regridding scheme 

d. Performance optimisations: 

i. SUM, COUNT and PROPORTION aggregation operations on real data, 

ii. cube intersect, subset and extract operations, 

https://github.com/SciTools/iris
https://cfconventions.org/
http://ugrid-conventions.github.io/ugrid-conventions/
https://github.com/SciTools-incubator/iris-esmf-regrid
https://github.com/SciTools-incubator/iris-esmf-regrid
https://earthsystemmodeling.org/regrid/
https://docs.dask.org/en/stable/
https://cfconventions.org/Data/cf-conventions/cf-conventions-1.10/cf-conventions.html#ancillary-data
https://cfconventions.org/Data/cf-conventions/cf-conventions-1.10/cf-conventions.html#ancillary-data
https://scitools-iris.readthedocs.io/en/latest/generated/api/iris/analysis.html#iris.analysis.Linear
https://scitools-iris.readthedocs.io/en/latest/generated/api/iris/analysis.html#iris.analysis.Nearest
https://scitools-iris.readthedocs.io/en/latest/generated/api/iris/analysis.html#iris.analysis.AreaWeighted
https://scitools-iris.readthedocs.io/en/latest/further_topics/metadata.html
https://scitools-iris.readthedocs.io/en/latest/further_topics/lenient_metadata.html
https://scitools-iris.readthedocs.io/en/latest/further_topics/lenient_maths.html
https://scitools-iris.readthedocs.io/en/latest/index.html
https://scitools-iris.readthedocs.io/en/latest/further_topics/ugrid/index.html
https://asv.readthedocs.io/en/stable/
https://scitools-iris.readthedocs.io/en/latest/developers_guide/contributing_benchmarks.html#contributing-benchmarks
https://scitools-iris.readthedocs.io/en/latest/generated/api/iris/analysis.html?highlight=PointInCell#iris.analysis.PointInCell
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iii. PointInCell regridding scheme  

2. SciTools-incubator/iris-esmf-regrid v0.5.0 release (14 Oct 2022) included the following 

notable changes: 

a. Added support for bilinear regridding for unstructured meshes 

b. Added curvilinear support for unstructured regridders 

c. Support pre-computed weights as either arrays or matrices 

3. Release of SciTools-incubator/python-stratify v0.3.0 is pending, which includes support for 

lazy vertical regridding 

 

Note that, SciTools/iris v3.5.0 release is due to be released on 27 Apr 2023. 

 

Going forward, we are developing a more performant, zero-copy interoperability bridge between 

xarray and Iris. This will allow direct access to xarray features more easily from Iris cubes, and 

vice versa. We are aiming to target SciTools/iris v3.6.0 release (Aug 2023) for this new capability. 

 

2.8. Implementation of standard interfaces and provenance 

A set of recommendations and standards were described in D5.2 in order to facilitate the coupling 

of externally developed diagnostic scripts and packages into ESMValTool. The guidelines take 

into account the structure of an ESMValTool recipe, which is to be used as the driver in order to 

load the data, check it against the CMOR standards and, if needed, perform preprocessing functions 

to prepare the data for the external diagnostics. After the data has been loaded, an ESMValTool 

diagnostic script can be used as a wrapper in order to call the routines from the external diagnostics, 

save the output following the ESMValTool output structure, and record the provenance of the 

execution. 

 

Therefore, as long as external diagnostic packages are compatible to be installed as ESMValTool 

dependencies, it should be possible to run them within the ESMValTool’s framework by setting 

up a recipe to define the needed data and a diagnostic script to act as a wrapper. Examples of 

externally developed diagnostics that have been integrated into ESMValTool are described in 

Section 2.10.  

 

However, this standard interface sets some limitations in the sense that the coupling between 

externally developed diagnostics and ESMValTool requires the development of the wrappers. As 

having to develop further code in order to couple diagnostics may discourage some contributors, 

the standard interface could be elaborated further in order to make the coupling more 

straightforward, without the need to write custom wrappers for each diagnostic package.  

 

https://github.com/SciTools/python-stratify
https://github.com/SciTools/iris/discussions/4522
https://github.com/pydata/xarray
https://github.com/SciTools/iris/discussions/5106
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The recording of provenance uses the W3C PROV format and is done for each diagnostic called in 

a recipe. This includes scientific provenance information as well as names and global netCDF 

attributes of all input files. The provenance can be checked in .xml provenance files generated with 

the output files. Possible extensions of the provenance mechanism were discussed in D3.3, 

including the ability to rely on externally developed templates instead of handling the provenance 

information in the ESMValTool code [7]. Nevertheless, the dependency to such external templates 

may lead to confidentiality issues when the provenance of evaluation runs is stored on remote 

systems. 

 

2.9. Towards the integration of IPCC AR6 recipes 

2.9.1. Development of IPCC AR6 recipes 

During this project, ESMValTool has been used extensively by 38 scientists to support the analyses 

used for about 50 figures of the IPCC WGI AR6. This work greatly benefitted from the technical 

improvements made to ESMValTool, facilitating the analysis of the large amount of data in 

CMIP6. After the publication of the report, contributing scientists were asked to archive their code 

into a repository of the ESMValGroup organization in order to prepare the integration of the code 

into the public ESMValTool. This preparation included the documentation of the recipes and 

diagnostics used, recording of the compute environments, custom changes to ESMValTool or 

ESMValCore. In April 2022, this repository was turned into a public archive which has been used 

by the IPCC Technical Support Unit as a basis for the code citation of the figures produced with 

ESMValTool. 

 

While continuous developments of ESMValTool are done publicly on GitHub, the guidelines for 

the creation of AR6 figures differ and require to keep the code private until the publication of the 

report. The timeline to develop recipes is often longer than the release cycles of ESMValTool. 

Scientists may not always wish to update their code and installation of ESMValTool after each new 

release due to the extra work this could imply. Consequently, code developed for the production 

of AR6 figures often cannot be readily merged into the public ESMValTool as is. It requires that 

the contributors and the ESMValTool development community work together on updating and 

adapting the code to account for the changes that were made to ESMValTool so that AR6 recipes 

could work with the latest ESMValTool. During this project, efforts have been devoted to integrate 

recipes and diagnostics used in the AR6 into the public ESMValTool. This work mostly focused 

on the Chapter 3: Human Influence on the Climate System [8] which contains most of the figures 

produced with ESMValTool. The AR6 recipes19 added to ESMValTool can be used to reproduce 

up to 9 figures of this chapter and are documented online20. To showcase the integration of such 

                                                 
19

 https://github.com/ESMValGroup/ESMValTool/tree/main/esmvaltool/recipes/ipccwg1ar6ch3  
20

 https://docs.esmvaltool.org/en/latest/recipes/recipe_ipccwg1ar6ch3.html  

https://www.w3.org/TR/prov-xml/
https://github.com/ESMValGroup/ESMValTool-AR6-OriginalCode-FinalFigures
https://github.com/ESMValGroup/ESMValTool/tree/main/esmvaltool/recipes/ipccwg1ar6ch3
https://docs.esmvaltool.org/en/latest/recipes/recipe_ipccwg1ar6ch3.html
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recipes, we reproduce the IPCC AR6 Figure 3.9 which is generated using the recipe 

recipe_ipccwg1ar6ch3_fig_3_9.yml (see Fig. 4).  

The integration of AR6 recipes also included the publication of several reformatting scripts (known 

as CMORizer scripts) for observational data used in these analyses. The ESMValTool development 

community aims at pursuing the support for the integration of AR6 recipes into ESMValTool upon 

request and availability of the contributing authors. 

 
Figure 4: Figure 3.9 in [8] - Global, land, ocean and continental annual mean near-surface air 

temperatures anomalies in CMIP6 models and observations. Further details can be found in the 

AR6 online documentation. 

2.9.2. Dataset versioning of input data used in IPCC AR6 recipes 

Recipes developed for the AR6 can use more than a thousand input datasets, covering the last three 

phases of CMIP. Handling such large amounts of datasets in recipes may be challenging for users 

and developers, particularly because data availability can be affected by various issues. For 

example, versions of datasets may vary between different ESGF nodes attached to compute clusters 

where ESMValTool is run, making it difficult to compare the evaluation output produced on 

different clusters. Also, datasets may be retracted or updated on ESGF and this could lead to version 

https://github.com/ESMValGroup/ESMValTool/blob/main/esmvaltool/recipes/ipccwg1ar6ch3/recipe_ipccwg1ar6ch3_fig_3_9.yml
https://www.ipcc.ch/report/ar6/wg1/figures/chapter-3/figure-3-9
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mismatches with local ESGF data pools. Until version v2.8, ESMValTool was configured to use 

by default the latest local version of a CMIP dataset and if no local copy was available, the latest 

version available on the ESGF servers. Moreover, the version numbers of input datasets could not 

be recorded in recipes. These are only available in the log files and provenance records generated 

for each run [7] but such files are usually not available to other users. These issues motivated further 

ESMValTool developments on improving the support for dataset versioning in order to ease the 

integration of AR6 recipes, facilitating future work based on these recipes and enhancing the user-

friendliness of ESMValTool. The recent changes include: 

 

● ability to easily populate recipes with all datasets available both locally and on ESGF; 

● for every recipe run, a copy of the recipe is saved with all dataset versions fixed for easy 

reproducibility; 

● ability to correctly specify ancillary variables (such as cell area and land area fraction) in 

the recipe and automatically find them. These variables are required for accurate 

computations, especially for models on irregular grids. 

 

2.10. Coupling of externally developed diagnostics and metrics to 

ESMValTool 

ESMValTool has initially been designed to process and analyze output from CMIP models (e.g. 

[9]), but has been extended over the project to other applications, for example: to compare different 

observational and reanalysis datasets (e.g. [10]), to provide preprocessing of forcing data for 

hydrological models [11] and work with observational uncertainties (e.g. [12]), and also to include 

machine learning analysis methods (e.g. [13]). Technical improvements made to ESMValCore 

have facilitated the integration of new diagnostics, covering a wider range of applications. This is 

reflected by the steady growth of the number of recipes included in each release of ESMValTool, 

from 94 in v2.0 until 150 in v2.8. 

While many of the diagnostics used in recipes are scripts developed by individual scientists, others 

rely on specialized evaluation packages for specific applications. Their integration in ESMValTool 

opens up the adoption of these specialized evaluation packages by the whole scientific community. 

Increasing the adoption of the package by other research groups represents a major challenge for 

the ESMValTool since it can result in additional work for the core development team to maintain 

these externally developed analyses. Several external packages have been coupled to ESMValTool 

during this project, such as: the Climate Variability Diagnostics Package21 (CVDP) developed by 

NCAR’s Climate Analysis Section as an analysis tool that documents the major modes of climate 

variability in models and observations, the AutoAssess metrics package developed by the 

                                                 
21

 https://docs.esmvaltool.org/en/latest/recipes/recipe_cvdp.html  

https://docs.esmvaltool.org/en/latest/recipes/recipe_cvdp.html
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MetOffice which is applied for different realms like the stratosphere22 or the land-surface 

permafrost23, and the extreme events indices library24 from the joint CCl/CLIVAR/JCOMM Expert 

Team on Climate Change Detection and Indices (ETCCDI). These three packages, programmed 

respectively in NCL, Python, and R, highlight the diversity of open languages supported at the 

diagnostic level. The usage of such packages in ESMValTool recipes is showcased on the recipe 

portal developed in WP725. In order to couple external packages to ESMValTool, developers need 

to ensure that coding standards and guidelines are met and that provenance records and scientific 

documentation are available (see Section 2.8). Furthermore, it is also necessary to check whether 

the licenses of the added dependencies are compatible with the Apache 2.0 license of ESMValTool 

in order to guarantee the sustainability of the software. 

3. Conclusions and Recommendations 

Significant effort has been devoted to technical improvements of ESMValTool in IS-ENES3. This 

work led to the second major release of ESMValTool, version v2.0, and marked a significant step 

forward to ensure the long-term viability of the package. Continued development of ESMValTool 

resulted in regular releases of the software, extending the capabilities of the evaluation tool, 

improving the performance, the maintainability, and the user-friendliness. All of these 

developments described in this document have been included in the final IS-ENES3 version, 

ESMValTool v2.8.  

The restructured and completely rewritten code significantly improved the performance of 

ESMValTool by enabling running preprocessing and diagnostic tasks in parallel, reducing the run 

time (real time) by up to a factor 30. The performance improvements largely benefitted from the 

adoption of the Iris library in the preprocessor modules of ESMValTool and by implementing lazy 

capabilities for improved memory efficiency. Joint developments of ESMValCore and Iris led to 

regular improvements through IS-ENES3, such as an extension of regridding options, performance 

optimisations, improved APIs, and better support for unstructured data. These developments 

enabled, among others, the evaluation of CORDEX with ESMValTool. Moreover, the new design 

of ESMValTool facilitates the coupling of external packages and the integration of contributions 

to the code from scientists. This is highlighted by a steady growth of the number of recipes in 

released versions, targeting a wide range of applications.  

                                                 
22

 https://docs.esmvaltool.org/en/latest/recipes/recipe_autoassess_stratosphere.html  
23

 https://docs.esmvaltool.org/en/latest/recipes/recipe_autoassess_landsurface_permafrost.html  
24

 https://docs.esmvaltool.org/en/latest/recipes/recipe_extreme_events.html  
25

 https://esmvaltool.dkrz.de/shared/esmvaltool/v2.8.0/  

https://docs.esmvaltool.org/en/latest/recipes/recipe_autoassess_stratosphere.html
https://docs.esmvaltool.org/en/latest/recipes/recipe_autoassess_landsurface_permafrost.html
https://docs.esmvaltool.org/en/latest/recipes/recipe_extreme_events.html
https://esmvaltool.dkrz.de/shared/esmvaltool/v2.8.0/
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A major motivation for this work was the challenges posed by the large data volumes generated by 

model intercomparison projects like CMIP6. The technical developments made during IS-ENES3 

enabled scientists to employ ESMValTool extensively in the IPCC WGI AR6 report. The first AR6 

recipes have been merged into the official ESMValTool release and can now be used to reproduce 

9 AR6 figures. The ESMValTool development community will strive to maintain these recipes and 

integrate additional ones upon request and availability of contributing scientists. Additionally, 

ESMValTool v2.x has been used in a number of scientific publications on evaluation of ESMs, 

benefitting from its improved performance and capabilities [9,12,13,14,15]. 

All of these developments relied on the adoption of modern software engineering practices and 

coding standards that improved the quality and maintainability of the packages. In order to make 

it easier for scientists to contribute while ensuring very high standards for the performance-oriented 

preprocessor modules, different levels of strictness have been implemented for the ESMValTool 

and ESMValCore packages. Automated testing services and various strategies for testing recipes 

have been implemented to ensure that the code performs correctly and that recipe output is not 

affected by changes to the code. Moreover, the adoption of community standards, such as 

provenance tracking and standard interfaces to couple external packages, helped to raise the 

scientific quality of the evaluation analyses and made easier the use of specialized analysis 

packages (AutoAssess, CVDP, ETCCDI). The work within IS-ENES3 also significantly 

contributed to make installation of the packages easier and facilitate application of ESMValTool 

on multiple platforms from HPC systems to local compute resources. 

Building on the achievements in IS-ENES3, future developments of ESMValTool will include the 

widening of the range of scientific applications covered by the diagnostics, the implementation of 

recipe testing workflows to automate the detection of changes in recipe output in a continuous 

manner, and the application of ESMValTool to high-resolution data. The latter requires making the 

whole set of preprocessor functions lazy in order to optimize the memory requirements and to 

further improve the performance. Resources for starting this work after the end of IS-ENES3 have 

already been allocated within the German national modeling strategy project (natESM). 

 

As an extension of the work carried out in the framework of IS-ENES3, first steps have been made 

towards the inclusion of ESMValTool in the ENES-Research Infrastructure (ENES-RI) as a service 

tool to evaluate and intercompare climate model output. This will help to further align the 

ESMValTool strategy with the wider European research infrastructure. Fruitful collaborations with 

HPC centers established within IS-ENES3, in particular with DKRZ, will continue beyond the end 

of this project to provide, for instance, a testing platform for future ESMValTool releases. Several 

European and national projects are planning on using ESMValTool as main evaluation tool. If 

funded, these projects will  provide resources for many future developments such as enhancing the 

diagnostic part and related technical aspects. IS-ENES3 as a project focusing on general 
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infrastructural and technical developments has contributed significantly to enhance the capability 

of the software and such projects will remain very valuable to maintain and further improve 

ESMValTool. 
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