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FOREWORD

The Odisha State Bureau of Textbook Preparation and Production, Bhubaneswar
has made a pioneer attempt to publish text books for Commerce Stream with an excellent
team of teachers in different subjects.

The present book “Business Mathematics and Statistics - Class - XII” is meant
for Class - Xl Higher Secondary Commerce students. This book has been written by a
team of learned academicians namely Dr. Ranjit Mishra, Dr. R.C Jena, Dr. Banamali
Panda, and Dr. P.K Parida and reviewed by Prof. A. P. Nayak. | would like to record my
sincere gratitude to all of them for accomplishing this maiden venture in time. The main
purpose of developing this text book is to provide a thorough exposure to the students of
Commerce in this subject. The book prepared according to the new syallabus prescribed
by the CHSE, Odisha, and as per new pattern of questions, shall cater to the needs of
young students. | owe my special thanks to Prof. A.P. Nayak for making necessary revision
in the text and questions according to new pattern.

| believe that the students and teachers of commerce stream shall welcome and
appreciate the book. | would also like to welcome constructive suggestions for further

improvement of the book.

Sri Umakanta Tripathy
Director
Orissa State Bureau of Textbook
Preparation and Production,
Pustak Bhavan, Bhubaneswar






PREFACE

Elementary knowledge in Mathematics & Statistics has assumed immense
importance in every sphere of human activity. Its application is found in various diversified
fields such as business, industry, management, economics, planning, agriculture, &-
insurance, sociology, biometry etc. and also in many professional courses. The Odisha
State Bureau of Textbook Preparation and Production, Bhubaneswar through its Board of
Writers and Reviewers, has presented this new edition of the book, “Business
Mathematics and Statistics Class-Xll for Commerce students to have them a simple
and comprehensive exposition to the application of quantitative techniques.

We, the writters are pleased to commend the readers the new edition of this book
which is commensurate with the latest syllabus of CHSE, Odisha. The textbook is prepared
to fully cater to the needs of the students both in terms of the course content as well as
the level of knowledge required to excel in the examination. Further the textbook is
thoroughly reviewed by an expert to incorporate the requirements of the students.

The main features of the book are :

- The book has two parts, namely Mathematics and Statistics -
- Simplicity of expression

- Sufficient illustrations to tackle practical problems

- Systematic presentation of subject matter

- Latest course content

- Meaningful focus on new question pattern

The book is unique in its presentation because steps have been taken to keep pace
with new syllabus and new pattem of questions. Sufficient Multiple Choice Questions and
other objective type questions are provided along with their answers in addition to long
questions.

We wish to thank the Odisha State Bureau of Textbook Preparation and Production,
Bhubaneswar for its efforts and co-operation in the publication of the book in time.

Any suggestion for improvement of the book will be highly appreciated.
Board of Writers






Business Mathematics and Statistics

Class-XIl
Objectives :
%  To enable the students to leamn basic concepts of determinants & Matrices;

s Tolearn the concept, features, types of Set Theory;

% To develop an understanding about concept, relations, types and application of
functions;

L/
*o

To enable the students to learn the concept, methods and applications of Limit,
continuity, Derivation and Integration;

&,
o«

To help the students in leaming the concept, types and calculation of Average and

L
°

To enable the students to understand the concept, objectives, features and

applicationsof measures of dispersion.

COURSE INPUTS :

Unit - | Business Mathematics:

Determinants :- Upto third order, Minors, Co-factors, properties and
Cramer’s rule,

Matrices :- Meaning, Definition, Types, Algebra of matrices, Solving
Linear Equation Problems through Matrics.

Set Theory :-  Meaning, Definition, Types and Operations (Union &
Intersection)

Functions :- Meaning and Relations of Functions, Types of Functions
and Classification of Functions (excluding Trigonometric
Functions)

Unit -l Calculus :
Calculus -1 Limit & Continuity - Meaning, Definition, Methods of Finding
Limits, Differentiation

Calculus - Il Integration up to substitution



Unit-lll Measure of Central Tendency :-
Meaning, Objectives, Types,of Averages (Mathematical & Positional Averages)
Mathematical Averages : AM, GM, HM (Simple & Weighted)
Positional Averages : Median, Mode, Quartile, Deciles and Percentiles
Relationship of AM, GM, HM, Median, Mode

Unit - IV Measure of Dispersion :-

Meaning, Objectives, Characteristics of dispersion, Measures of Dispersion,
(Absolute and Relative) Positional Dispersion : Range, Inter Quartile Range,
Quartile Deviation.

Mathematical Dispersion : Mean Deviation, Standard Deviation & Co-efficient
of variation.

Unit-V Project work and viva :-
Suggested outline for Project Work

LA
"

<

Case study on Application of Matrix for solving real life business
problems.

Report on concept and Rules regarding Matrix, Determining inverse of
a matrix by using Elementary Operation Methods and Co-factor Method.

Find out the Averages (Mean, Median and Mode) by taking sample from
Number of students from any class and Marks secured by them in their
annual examination as two variables.

Calculate the Mean or Average deviation and co-efficient of Variation
form Mean / Median / Mode from by taking example of Life Time in No. of
years of two different T.V. sets namely Model A and Model B to find out
the average life of each model of these TV and the model having greater
uniformly or variability.

Calculating Standard Deviation and its co-efficient alongwith its coeffi
cient of variation form the data relating to the Profit or Loss made by
Engineering Companies in Odisha during the year 201-15.

L4 & 4
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This may be thought of as a function which associates each square matrix with a unique
number (real or complex) called determinant of the square matrix A, where a, = (i, e
element of A. This may be thought of as a function which associate each square
matrix with a unique number (real or complex). If M is the set of square matrices,
K is the set of numbers (real or complex) and f : M—k is defined by f (A) =k,
where A € M and keK, then f(A) is called the determinant of A. It is also denoted
by |A] ordet Aor A.

a b
If A=[c d],thendeterminantofAis

Written as |A|= [a 2] = det(A)
C

Remarks :

(i) Formatrix A, |A| is read as determinant of A and not modules of A.
(ii)) Only square matrices have determinants.

Determinant of a matrix of order one .

Let A =[a] be the matrix of order 1, then determinant of A is defined to be equal to a.
Determinant of a matrix of order two :

b
Let A=[a” du] be a matrix of

Cy Up
order 2 x 2, then the determinant of A is

defined as :

11

/
\p

det (A)=|Al=A= x =a a,-a,a,

bp[
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Expansion of Determinant with the Help of Sarrus Diagram :

We can also evaluate a third order determinant by drawing a sarrus diagram. In sarrus
diagram first two column are added to the given matrix of the determinant & the
elements are connected through arrows heading downwards & are assigned plus sign
(+) & those connected upwards are assigned minus sign (—). Let’s take the following
example and find out the value of determinant through sarrus diagram.

™ \\ \\ /q ﬁ
% \ LT Fak A
0" b\l s L‘\ /G"' b/
N \ 2 LY Fd il l
5 /\ e ' 7
/s s N ”
RS b/ \ P N N ’
a 2,
A £ N /CR\ . Q% bﬂ
7/ . , P ~ / .
/. P % \ .
’ ’
4 \ P ’ A \b
d Vd \ N
axy (‘33 Fg oy <
4 * ’ ‘.‘g M b

Now, according to the sarrus diagram :-

a b ¢
g, b, ¢|=abe+bea+cab-abg-bea—cab
& b o

IMustration - 4 : Use sarrus Diagram and evaluate :-

2 4 6
|A|= 5-3 0
1

Now A
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Expanding det A, along first row, we have :-

d'etA1=ka'11 (a22a33 a32 23) kalZ( 21 33 31 23)+ka13 (a21 32 .32)

=K {au(azzaaz B aszazz) —a, (a21a33 31323) * a4 (alz 32~ 8y azz)}
=K detA

5. Ifevery element of a row / column of a determinant is expressed as the sum or
difference of two terms, then the determinant can be expressed as sum or
difference of two determinants, thus,

X, +a, X,+a, Xx,+a, X, X, X4 a, a, a,

Yi b £} Ys |5V Y2 Y|t Y2 Vs
% z, z Z 2y Bl 1B Ty 2

Proof : Expending the LHS, we have :-
(x,ta) (v,z—zy)—(x,1+a) (y,z,—zy,) + (X, ta,) (¥, 2,~ 2,¥,)

= X2 2Y,) - %(,2,—-2,Y)  X,(,2,— 2., 48,(¥,2, - 2,Y,) - 8, (¥,2,— 2,y,) +
a, v,z 2,Y,)

X X, X4 |3 8, 84

=SV Y, Yal i Y. Vs
Z) Zy Zy| |2, Z; Z,

6. If any row/column of a determinants, a multiple of any other row / column is
added or subtracted the value of the original determinant remains the same.

all al?. al!
Let detA=|a,, a,, a,

dy a8y 8y
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If the matrix A is both symmetric and skew symmetric, then

(a) Aisadiagonal matrix. (b) Aisazeromatrix.

(c) Aisasquare matrix. (c) Identity matrix.

If A is square matrix such that A=A, then (I+A)*-7Ais equalto :

(@) A (b) A (© I (d 3A

Answer the following in one word/ term each :

A matrix that comprises one element only.

A matrix that consists of zero elements.

A square matrix in which all the principal diagonal elements are non-zeroes and all other
elements are zeroes.

A diagonal matrix in which all the leading diagonal elements are equal.

A square matrix in which all the leading diagonal elements are unity or one, and other
elements are zeroes.

A square matrix in which all the elements above or below the principal diagonal are zeros.
A matrix that appears with equal number of rows and columns.

Correct the underlined portion of the following sentences :

If the transpose of a matrix is equal to the matrix itself, then the matrix is called a skew-
Symmetric matrix.

If Aand B are two matrices then A xB isequalto B x A,

IfAX=B, thenX=B"'A.

A matrix whose determinant value is zero is called a non-singular matrix.

Amatrix A= [a ] .18 said to be a square matrix ifm >n,

A matrix obtained by deleting the rows or columns or both of a matrix is called its super-
matrix.

Fillin the blanks :

A square matrix, which when multiplied by its transpose amounts to an identity matrix is
called a/an matrix.

A symmetric matrix that reproduces itselfis termed as a/an matrix.

A square matrix A is said to be symmetric if Al = .

A square matrix A is said to be skew-symmetric, if A' =

A square matrix with 1's on the main diagonal and 0's elsewhere is called a

matrix.

Answer the following questions in one sentences each.
What is a matrix ?
Give a numerical example of a matrix.
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Set of all natural numbers, set of points on a line & set of circles with a fixed centre are
some of the examples of infinite sets.

3.3 Set Notation

We use capital letters A, B, C, D,...... to describe a set. The elements of a set are denoted
by small alphabets a, b, c, X, y etc.

A set can be expresed in the following two ways :
()  Tabulation or Roster Method.
() Rule method or set Builder form.

(0 Roster method : In this method, the elements ofthe set are listed together & are placed
within braces { }. For example, set of natural numbers less than 5 is written as {1, 2, 3, 4}
whereas, the set of vowels in English alphabet is {a, e, i, 0, u,}. In the case of Infinite set, aswe
cannot list all the elements, we write some elements & then put 3 or 4 dots before putting the
braces. Thus, set of all natural numbers is written as {1, 2, 3, 4.....}.

The set of whole members is writtenas : {0, 1,2,3, ...... }
The set of prime members is writtenas : {2,3,5,7, 11, ....}

(ii) Rule Method : In this method, we write a set by some special property that has to be
satisfied by the elements to become the member of that set. Thus, the set {1,2,3,4, .....} canbe
rewritten as {All natural numbers less than 5}.

Set ofintegers {.....,-3,-2,-1,0,1,2,3, ...... }can be written as {set of integers}.

We also write the set by rule method in the form {x; x is a natural number <5} and {x:xis
and integer}. Here x denotes all the elements satisfying the given property.

Thus, set P= { x:x is prime} is read as “P is the set of numbers x such that x is a prime number:

Sometimes, we also use symbol. ‘E’ in expressing a set. Thus, set of even numbers is written as
{ 2x:xe N}

Set of natural numbers between 5 and 20.

={x:xeNand5<x<20}

Example1:  Use the roster method to describe each ofthe following sets:
() Setofintegers greater than 10 and less than 15.
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3.5 Empty or Null set

Can you think of a natural number less than 17 Certainly, there is no natural number less
than 1. Thus, set of all natural numbers less than 1, will not contain any element. Hence, a set
which contains no element is called an empty or null set. It is also called a void set. In Listing
elements of an empty set, we have braces { } and having nothing within the braces. Null set is
usually denoted by the Greek letter ‘¢’ (phi). Clearly the set {0} is not an empty set as it is a set
which has one element ‘zero’ belonging to it. The set of triangles with two obtuse anglesis { } &
the set of natural numbers between 5 and 6 is also ¢.

3.6 Disjoint Sets

If no element of Ais in B and no element of Bisin A, then A and B are called disjoint sets.
For example, sets {1, 3, 5} and {2, 4, 6} are disjoint sets as there is no common element in
them. In other words, two sets which have no common members are called disjoint sets.

3.7 One-to-one correspondence

Two sets are said to be in one to-one correspondence, if they can be matched in sucha
way, that each element of one set is associated with a single element of the other.

Considers the sets X = {1, 2, 3} and Y = {x, y, z}
We can pair the elements of one set with the elements of the other in different ways.

—_— >

>
B> &

P4

and so on.

Thus, we observe that, each member of one set is matched with one and only one member
of the other set. so, X and Y have one-to-one correspondence between them.

Let A = {a,b,c} and B = {p,q,r,s}, then it is clear that A and B are not in one-to-one
correspondence, If the elements of A and B are matched, then one element of B remains
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unmatched. Thus, we say that A has fewer elements than B or B has more elements than A. In
other words, set b is larger than set A.

3.8 Equivalent sets

Two sets X and Y are said to be equivalent sets, if the mumber of elements in X is equal to
the numbers of elements in Y i.e , there is one-to-one correspendence between the elements of
X and Y. For example, {1,2,3} and {x,y,z} are equivalent sets. The symbol "~" is used to
denote equivalence. Thus A~B is read as “A is equivalent to B’.

3.9 Equal sets

Two sets A and B are called equal sets if every element of A is also an element of B &
every element of B is also an element of A. For example {r,s,t} and {t, r, s} are equal sets.

Obviously, iftwo sets are equal, they are equivalent too, but if two sets are equivalent they
may not be equal. Corresponding to a set, there are infinite number of equivalent sets.

Example : Given A= {2,4,6,8} and B= {2,8, 4,6} we see that every element of Ais a
member of B and each element of B is also a member of A.

Therefore, set A=set B

Further, if X is a set of letters in the word ‘ronak’ and y is a set of letters in the word
‘kanor’ then x= {ronak} and y= {kanor}

SX=Y

From the above, we observe that the order of elements and repetition of elements do not
change a set.

3.10 Subsets
Let Aand B be-two sets, such that :
A = {all months of the year}
B = { all months of the year starting with j}

We see that each element of B is also a member of A. Thus, B is Included in the set A. B
is called subset of A.. Thus, we define a subset as :

If every element ofa set A is also an element of another set B, then A is called a subset of
B. and we write it as A B or B 2 A, Symbol C is used to denote “ is a subset of ” or “1s
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3.15 :Union of Sets

Let A and B be two given sets. A set in which elements of A or B or both are included is
called union of A and B and is denoted by AUB i.e. AUB = {x: x eAorxeB}.

In other words, union is described as an “either’ ‘or’ idea i.e. AUB contains all those
elements which are either in A or in B. For example, if A={1, 2, 3,4} and B={5, 6, 7} then,

AuUB={1,2,3,4,5,6,7}
andifX={2,4,6} and Y= {1, 4, 6}
then, XU Y= {1, 2,4, 6}]
Here, one element is written only once.

Diagrammatically, AUB is represented by the shaded portion in the Venn diagram given
below :

3.16: Intersection of Sets

Let Aand B be two given sets. The set of those elements which are common to both A and
B is called intersection of A and B and is denoted by AnB.

Thus, ANB = {x: x eAorxeB}.

In other words, intersection is described as an ‘and’ idea i.e. AnB contains those elements
which are in A as well as in B. For example, if A={1, 2, 3,4} and B={2, 4, 5, 6, 9} then,

AmB={2,4}
Diagrammatically, ANB is represented by the shaded portion in the Venn diagram given

below :
oy

Fig. 3.3
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Example 4 : The population ofa town is 6000. Out of these 3400 persons read Hindustan
Times and 2700 persons read Times of India. There are 700 persons, who read both the papers.
Find the number of persons who do not read either of the two papers.

Seolution : Let A be the set of persons who read Hindustan Times and B, the set of persons
who read Times of India. Clearly, we have to find n(A U B)".

We are given thatn(A) = 3400

n(B)=2700 U =6000
and n(A N B)=700 B
- nfAuB) =n(A)-+n(B)—n(AB) 2000
= 3400 + 2700 - 700
= 5400.
s n(AUB) = 6000 - 5400 = 600
Fig. 3.4

So, the number of persons who do not read either of the two papers = 600.

Example 5 : In an examination 80 students secured first class marks in English or
Mathematics. Out ofthese 50 students, obtained first class marks in Mathematics & 10 students
in English & Mathematics both. How many students secured first class marks in English only ?

Solution : Let E be the set of students who secured first class marks in English and M the
set of students who secured first class marks in Mathematics.

The given information may be written as :
n(E v M) =280, n(M) =50, n(EM)=10
We know that,
n(E U M) =n(E) + n(M) —n(E " M).
Substituting the values of n(E L M), n(M) and n(E nM), we get,
80=n(E)+50-10
= n(E)=80-40=40
- n(E)=40.
Thus the number of students who secured first class marks in English only
=n(E)-n(ENM)
=40-10=130.
G
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@
(b)
©
@
©

10.

@

(b)

11.
(@)

12,

IfA={1,5,7,10}, B= {5,10,12,16} and C= {1,10,12,18,21} Draw venn -diagram to
show.

AUB

BUC

ANC

(AUC)NB

(AnB)N C

IfA {p, q, r}, B =(x: x is a vowel" find the cartesian product of set A and B and count the
number of elements in it.

: AxB={(Pa), (B.e), (B, (P,0), (Pu), (9,2), (9,8), (9,), (9,1, (q,0), (q,u), (1.a), (r,€), (),

r,0), (r,u)} and n(AxB) = 15]

Identify the elements of A if

B={1,23} and Ax B = {(4.1), (4.2), (4.3), (5.1), (5.2), (5.3) (6.1), (6.2) (6.3)}
[Ans.{4,5,6}]

IfA= {x:x*4x+3}and B = {0,1,2,3}, find Ax B.

[Ans. AB-{(3.0), (3.1),(3.2),(3.3),(1,0), (1.1)(1.2), (1,3)}]

Prove that A-B = AB and hence show that :

BN (A-B)=¢ and BU (A-B)=AUB

Out of'total 150 students who appeard +2 Arts examination froma College, 45 failed in
English, 50 failed in Economics and 30 in mathematics. Those who failed both in English
and Economics were 30 those who failed both in Economics & Mathematics were 32 and
those who failed both in English and mathmatics were 35. The students who failed in all the
three subjects were 25. Find the mumber of students who failed at least in any one of the
subjects.

[Ans. n(A)+n(B)+n(c) — n(ANB) —n(BNC) — n(ANC) +n (ANBNC) =53

Where A=English, B = Economics, C= Mathematics.
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4,1 Introduction

One ofthe most important concepts in mathematics is that ofa fumction. The word ‘function'
is derived from the Latin word meaning operation. It we square a real number x, we get another
real number x°.

Let us take another example. If we consider the marks obtained by different students, we can
form pair of numbers to express this. In the example of squaring of numbers we take the pair (x,
x?). In the example of students and marks, we can have pairs (Madan, 21), (Mohan, 13), (Arun,
37). etc..... Thus we see that we can associate the members of one set with the members of
second set by taking ordered pairs.

4.2 Relation

A relation is a subset of cartesian product set which also contains ordered pair of elements
within it. For example, a polygon has several vertices, a number can have several factors, but a
real number has only one number as its square, a circle has one centre so on. Ifa given element
in an ordered pair, is associated with exactly one element, it is a special type of relation which 5
called a function. Thus, a relation froma set A to B is denoted by:

R={(a,b)|ac Aandb € B and aRb}
For example : R={( 1,2),(2,2). (1, 6), (2, 6). (3, 6), (6, 6)}
Here, the first element is a factor of the second element in each pair.

It cannot be accepted as a function as the first elements in the pairs are associated with more than
one second element of the pair.

4.3 Meaning of function :

A function from A to B is a set of ordered pair of elements, in which every element of A is
associated with exactly one element of B. Iff: A — B,

f={(a,b)a e Aand b € B and has unique assignment with b}
For example : f= { (1, 10), (2, 20), (3, 30), (4, 40) }, which are taken from the sets.
A=1{1,2,3,4} and B= {10, 20, 30, 40, 50, 60}.
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=g [x*5]
=x2+5+2 (- g(x)=x+2)
=x2+7
and fog =/Tg (x)]
= f[x+2]
=(x+2y+5 (" fE)=%+5)
=x*+4+4x+5
=x*+4x+9
4.6 INVERSE FUNCTION :-

Iff: A — B is one-one onto function, then a function g : B — A, which associates each
element of B with a unique element of A, such that, b=£(a), is called an inverse fimction. Inverse
function is denoted by f-1.

~S1={(ba) | b=f(a) }

={(ba)|(ab) ef}

Example : Ify=£(x) = 2x+1, then x = ’%

Thus, x= 2 can be written as f! (X)

2
A f B B 1A
A finction Inverse ofthe function.

B 4
Thus, /= { (xy) |y=2x+1 } and* = { ) [ x=" "}
4.7 ALGEBRA OF FUNCIONS :-

Addition, subtraction, multiplication and division on function can be defined as below :
Let fand g be two function of x, such that,
y=f(x) andz=g(x)
Then, the basic operations of addition, subtration, multiplication and division can be stated
as follows.
(@F+tg:x>ytz o ytz=f(x)+g(x)
G (-g):ix>y-z of y-z=f(x)-g(x)
(©)(fg:x>yz or yz=f(x).g(x)
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Let us take a numerical example to understand the meaning of “approach’. Let us consider
a function f{x) =4x + 1 and observe the values ofthe function as x approaches either from lower
or higher side.

Case I. (When the value of x is less than one and then approaches 1).

Table 5.1
Value of x Value of f(x)=4x+1
95 4.8
.96 4.84
97 4.88
98 4,92
99 4,96
Case II. (When the value of x is more than one and then approaches 1).
Table 5.2
Value of x Value of f(x) = 4x+1
1.05 Sid
1.005 5.02
1.0005 5.002
1.00005 5.0002
1.000005 5.00002

In case I we observed that as ‘x’ approaches from .95 to 1, the function f{ix)=4x+1
comes closer to 5. Thus we say, the limit ofthe function fx)=4x+1 is 5 as x approaches 1. It
is also known as left hand limit. We write,

lim4x+1 or lim4x+1=5
x>l P xl 2

In case I1, we observed that as ‘x’ approaches from 1.05 to 1, the function fx)=4x+1
comes closer to 5. Thus we say, the limit ofthe function §x) =4x+ 1 is 5 as x approaches 1. It
is also known as right hand limit. We write,
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lim4x+1 or, limdx+1=5

x—1*
x*-1

Example 1. Find imf(x) and 1), where f(x)= 1

x2-1 . )
1 inthe graph as well as in

Solution : Let us consider the behaviour of the function, f(x) = .

the numerical tables as x approaches 1.
2

. X . . .
The function does not exist as x approaches 1 since the division by zero

x2 -1

(x—1) is not defined. But lg} exists and is equal to 2 as shown below :

Y

- Fig.5.2
On the above graph as x approaches 1 from lower side (left hand side), the value of f{x)

comes closer to 2. Similarly as x approaches from higher side (right hand side), the function also
comes closerto 2. Hence,

fm® oo
=1 x—1
Table 5.3 Table 5.4
x f) = x b= %7
x-1 x-1
6 1.6 1.5 2.5
7 1.7 1.2 22
8 1.8 1.1 2.1
9 19 1.01 2.01

.99 1.99 1.001 2.001
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8.1. Introduction

Collection, classification and tabulation of data are not the ends in themselves. They are
only means to an end. Compact data tables in their face speak very little. To bring to the fore,
what they all have to say, the statistician nmst analyse them vigourously by using different statistical
tools and techniques available in his kit. Measures of central tendency, measures of dispersion,
skewness, correlation, regression, interpolation etc are some common techniques used for the

purpose of analysis by the statisticians. Selection and use of a technique depends upon the
purpose of study, nature of data and degree of accuracy needed.

In this chapter, an attempt has been made to introduce the students with measures of
central tendency which is a very popular and commonly used statistical technique for the purpose
of analysis and interpretation of data.

8.2. Meaning and Definition of Central Tendency

Measures of central tendency refers to a group of statistical methods those are being used
to find out the central value or the average value or the indicator of a frequency distribution. An
array of figures or a crammed data table usually confuse us. Measures of central tendecy aim at
finding a single value from among the mass data that is likely to posses the features of the mass.
It helps us to have a better understanding of a situation and does away with confusion. Let us
take one example. A boy whose B.Com final results are just declared went to his home and told
his mother the marks he has secured in all the 18 subjects. Surely it will be difficult for his mother
to remember all the marks and gauge his overall performance immediately. But instead of telling
all the marks if the son would have told the average score or percentage of marks, then it would
have been more meaningful and convincing to the mother. This avarage score or percentage of
marks is called the central value. Different methods used for finding such central values are called
measures of central tendency.

The ‘single value’ that is found out from the mass is called ‘central value’ because it is most
likely to be at the centre of the distribution, around which most values are clustered or distributed.
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It is also called the average value because it is neither the smallest nor the largest value, but a
value in between.
Defination of 'Avarage' or 'Central Value'

The term avarage or central value has been defined by different authors differently. Some
important among them may be presented as follows :

Croxton & Cowden : "Anaverage value is a single value within the range ofthe data
that is used to represent all the values in the series. Since the average is somewhere
within the range of the data it is also called a measure of central value"

A.E. Wough : "An average is a single value selected from a group of values to represent
them in some way-a value which is supposed to stand for the whole group, of which it
is a part, as typical ofall the values in the group."”

Clark : "Average is an attempt to find one single figure to describe the whole of figures”.

Leabo : "The average is sometimes described as a number which is typical of the
whole group."

Features :

Thus we can say that a measure of central tendency is the measure ofa single typical
value which is the best representative of the whole group. From the detinitions, it can be
concluded that an average or central value has the following features :

(i) It is a single value expressed in quantitative form as typical value.

(ii) As a typical value it represents a group of values.

(iii) It depicts the charecterstics of the whole group by giving a central idea.

(iv) It lies somewhere in between the smallest and largest value in the distribution;
(v) Most ofthe values in the distribution are clustered or distributed around it and

(vi) It describes the charateristics of the entire group for the purpose of analysis and
comparison either at a point oftime or over a period of time.
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9.1 Positional Averages :

These are a group of averages whose values are found out simply by location i.e by
locating their position in the distribution. Like mathematical averages they are not 'derived'
values, they are existing values, picked out only by identifying their position. Median Mode
and other partition vahies like Quartiles, Deciles and Percentiles are some commonly used
positional measures of central tendency. They have no mathematical properties like the
mathematical averages and they also do not need all the values of the observation for their
determination.
9.2 MEDIAN
—Meaning & Definition
Median is the value that separates the higher half of a distribution from the lower half. In
simple terms it is the value that lies in the middle ofthe distribution, when the data is arranged
either in ascending or descending order of magnitude. As the value ofthe Median is identified
with a particular ‘position' it is called a positional average. Its value is found out not by calculation
but simply by location.
Important definitions ofMedian by some prominent writers are quoted as follows.
Port L.S. Conner

"The Median is that value of the variable which divides the group into two equal parts,
one part comprising all values greater and the other, all values smaller than the Median".

J.R. Stockton and C.T. Clark
"Median is the value of the middle item in an array"
Yele and Kendal

"The Median may be defined as the middle most ofthe central value ofthe variable, when
the values are arranged in order of magnitude or as the value is such, that greater and smaller
values occur with equal frequency".




274 BUSINESS MATH & STATISTICS

Charecterstics of Median
e  ltisthe middle value ofthe data series or frequency distribution.
® It divides the distribution into two equal halves.

®  Thedivision is made in such a manner that 50% of values are higher than the Median while
other 50% are lower than the Median.

@  Bothends ofthe distribution upper & lower remain equidistant from the Median.
Methods of Determination of Median

As has been told, the value of the Median is only located, not calculated from the series
like Arithmetic Mean or Geometric Mean. Two methods are being used for the poorpose. They
are

(i) Tabular method
(ii) Graphic method
Tabular method

Under this method the data are presented in a table and Median is determined by using
techniques as mentioned below.

Ungrouped Data
The formula used for finding Median in ungrouped data or individual series is :

N+1
M= Size of (2] thitem.

where, M = Median N = Number of items in the series.
Steps for Calculation

®  Arrange the data in ascending / descending order of magnitude.

N+1
®  Locate the Median item by using the formmula 5

® The items such located is the value of Median.
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Substituting the values

30-20
10

Median = 20+ (16-10)

=20+6=26.

Graphic Method
Median, unlike Mean can be located graphically with the help of ogives or cummulative
frequency curves. The steps involved under the method are as follows.

Draw an ogive curve - either less than ogive or more than ogive.

Find out the value of N/2 and locate it on y axis.

Draw a horizontal line from this point so that it intersect the curve.

From the point of intersection, draw a perpendicular to X' axis.

The point of intersection on X axis gives fives the value ofthe Median.

Median also can be located by using both the ogives (more than & less than) together

under such circumstance, we need not have to calculate N/2. From the point of intersection of
both the ogives when a perpendicular is drawn to X' axis, it gives the value of Median.

Example 8
From the following data find out the value of Median by graphical method.
X 0-5 5-10 10-15 15-20 20-25 25-30
® 5 10 15 8 7 5
Solution
Less Than method c.f More than method c.f
less then 5 3 Morethan 0 50
" 10 15 " 5 45
» 15 30 - 10 35
- 20 38 - 15 20
" 25 45 " 20 12

» 30 50 % 25 5
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Using the ‘less than ogive’ and ‘more than ogive’ the Median is computed
graphically as follows :

Less than ogive curve
50
S0
g 50 45
38
E’ 40
w 30 |
2 el
Ea |-
=
§ 1w
L%
i :
o 5 10 ilS 20 25 30 35
M=13.23 Variable
More than ogive curve
&0 e n B

Cumulative frequency
i
o

20 23 30

M=13.33  variable

6o More than ogive curve and less than ogive curvg
50 #ai A5 a5
a0

30

20

Cumulative frequency

10

0 A
0 3 10 flS 20 25 0 35

M=13.33 Variable
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Properties of Median
The important properties of Median are :
(D The sum ofthe absolute deviations ofthe items from Median will be the least ofall other

deviations taken from any other value or average.

(i) IfMedian ofa series is known the missing frequency ofa class can be found out provided
the total number of observation (N) is given.
Merits of Median

Median, as a measure of central tendency has the following merits :

1.

2
3
4.
5

2.

It is easy to understand and simple to calculate.
It does not require all the items of observation
It is not affected by extreme values.

It can also graphically located

It can be easily located in open ended series where the lowest or highest class limits are not
known.

It is considered as the most appropriate average for calculation of Mean deviation as the
sum of absolute deviation taken from Median is the least.

Median represents value that exists in the series.

Demerits of Median

1.

ol Ol

It is not based on all the observations of a series.

It is not capable of further algebaraic treatment like Mean. Geometric Mean and Harmonic
Mean.

It requires arranging of data in ascending / descending order.

It is very much affected by fluctuation in sampling,

It cannot be computed exactly where the numbers ofitem in a series is even.
Sometimes it gives a value that is never found in the series.

‘When numbers of observations is very few, it gives erroneous results.
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Uses of Median

e It is useful in those cases where all the observations are not available or the classifications
are not available or the classifications are open ended.

®  Itis usefulin cases where numerical measurements are not possible like skill, honesty.
intelligence, etc, which are called descriptive statistics. Here the values are not counted or
measured but scored.

9.3 Partition Values

Quartiles, Deciles and Percentiles are partition values that divide the distribution or series
of data into 4, 10 and 100 parts respectively. When the distribution is divided into two equal
parts, we have only one partition value i.e Median. But when it is divided into 4 equal parts there
are 3 partition values, 3 quartiles (Q1, Q2 and Q3). When it is divided into ten equal parts there
are 9 partition values or 9 Deciles (d,, d,, d,, d,, d,, d,, d,, d, and d,) Similarly for its division into
100 parts there are 99 partition values or 99 percentiles (P, P,, P, ......... P,)

The division of a series into many parts and different partition values throw more light on
the nature of the distribution and helps in analysis of data. More specifically partion values are
used in productivity, ratings and ranking of test scored in psychological and educational stafistics.
Quartiles
As has been told, quartiles divide the series of data into 4 equal parts. The first quartile (Q,),
which is called as the lower quartile, covers the first quarter or 25% of items of the series. It is
the partition vahie of the first half of the series. The second (Q ) is the Median itself and the third
qualite (Q,) divides the upper half of the series into two equal halves - This is also called the
upper quartile and it covers the first 75% of the items of the series.

Computation of Quartiles
Quartiles are determined in the same manner as Median. Methods used for finding out quartiles
for ungrouped and grouped data are discussed as below.

Ungrouped Data
Individual Observation
Like Median for finding out quartiles, the observations must be arranged either in ascending or




























296 BUSINESS MATH & STATISTICS

Cumulative frequency just greater than
37.8 is 44. The corresponding variable is 40
Hence D, = 40.

Continuous Series

In a continuous frequency distribution where class frequencies are there, first, the Decile class is
found out by using the following formula :

, Kn |
Dk =size of Ethltem.

Where K stands for the number of the Decileie1,2,3 .......... 9

The decile class is identified by refering to the cumulative frequency column as in case of discrete
series.

After identification of the decile class the value of the decile is interpolated by using the following
formula:

, S §
Dk=L,+—2 LN
f ‘C

Where K = Number ofthe Decile
L, = Lower limit of Decile class,
L, = Upper limit of Decile class,

f = Frequency ofthe Decile class,

N = Number of observations,

C = Cumulative frequency of the class preceding the Decile Class
Example 14
From the following distribution calculate the 6th and 9th Decile :
X 1-5 6-10 11-15 16-20 21-25 26-30 31-35  36-40

f 3 10 20 30 20 9 3 3
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The corresponding decile class is 25.5 - 30.5

p,- 255+ 052550

5
=255+ —x%x7
25.5 9

=25.5+3.89

=29.39
Percentiles

Percentiles are partition values which divide the series into 100 equal parts. There are 99
percentiles which are denoted by P, P,, P, ......... P,.. The value of 50th percentile in same as
the value of Median. The relationship among Median, quartiles, deciles and percentiles can be
understood well from the following line dragram.

Pllﬂ PIID PIZS P|30 I:4U PISO Pl50 I:'J’O PI'?S PIBD I:?O
D, D,|D DD, DD | D D
Q, Q, Q,

(Frequency Distribution & Relation of Partition Values)

Computation of Percentile
Ungrouped Data / Individual Series

In case ofindividual series, percentile is calculated by using the following formula ;

ki 1

Pk = value of Sale )theterm
100

where K=1,23......cccceenes 99

N =Number of items

For finding percentile, the values ofthe variable must be arranged either in ascending or descending
order.
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Just greater than 45 in cumulative frequency colum is 60. Hence the percentile class is
the corresponding class i.e 30-40.

L,-L
L1+ 2 1(45><N_
* f 100

)
I

0

¥ 40-30 (45x100 _43)
17 100

= 30

= 30+945-43
17

= 30+E
17

= 30+1.18
= 31.18
9.4 ‘MODE’ - Its meaning and definition :

Like Median, Mode is an average of position. It is the most frequently occuring value ina
distribution. In other words it is a value that has the greatest frequency in a series. For example
the Mode ofthe distribution 5,6,5,9,8,5,9,10,4,5 is '5' as it appears most frequently in the series.
Mode is also otherwise known as Norm'.

Mode has been defined by different authors in different ways. Some of'the definitions may
be quoted as follows :

Croxton and Cowden

"The Mode ofa distribution is the value at the point around which the items tend to be most
heavily concentrated"”

Stockton and Clark "The value of the variable that occurs maximum time or most offen".
A.M Tuttle "Mode is the value which has the greatest frequency density"

Kenny and Keeping "The value ofthe variable which accurs most frequently in a distribution
is called Mode."
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When in a frequency distribution two or more values have equal maximum frequency, then
the value of Mode is ill defined. In a series of observation if one value has the highest frequency,
and the value of Mode is unique, it is called a uni-modal series. Similarly if in a series of observations
two, three or more values are having the equal maximum frequency the series is called a bi-
modal, tri-modal or multi-modal series accordingly.

Methods of Determining Mode

Mode of a series is determined by using the following methods :

Method of inspection

Method of grouping

Method of graph and

Method of empirical relation

However before determination of Mode under any method, the following points must be
kept inmind.

®  The series must be arranged in ascending order.

@  Ifthe class intervals are unequal, they should be made equal.

®  Ifthe series is an inclusive one it must be converted to exclusive series If the class limits of
the modal class only is converted to exclusive that will solve the purpose.

®  Itisnotnecessaryto complete the open end class intervals by estimating their lower and
upper class limits.

An appropriate method must be chosen from the above, keeping in view the nature of
observations, All the methods are discussed below in detail ;

Method of inspection

This method is very simple. The value of Mode or modal class is found out just by inspecting
the distribution and locating the value against which maxirmum frequency occurs.
and the next maximum frequency is not very small. In that case, the method of grouping is
considered more appropriate than the method of inspection.
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Method of grouping

Under this method, two tables are prepared to indentify the modal value. The first table
prepared is called the 'grouping table' and the second table is called "analysis table"

Grouping Table

A grouping table normally has six columns. The contents of the columns are given

below :

Column1:

Column IT ;

Column ITI ;

Column IV :

Column V

Column V1 :

It contains the orginal frequencies. The maximum frequecy in the coloumn is
under-lined or circled

In this column the frequencies in Column-I are combined intwosie 1 and 2, 3
and 4, 5 and 6 and so on. The maximum frequency so combined is under-lined
or circled.

Here the 1st frequency of Column-I is left and others are combined in twos as in
Column-II, again the highest value in this column is marked.

In this column the frequencies of Column-I are combined in threes i.e. 1,2 and 3,
4.5 and 6; 7,8 and 9 and so on and again the highest value is marked.

The first frequency of Column-I is left and the remaining frequencies are grouped
in 3s as in Column-IV. The highest value in the column is marked, as in other
columns.

In this column first two frequencies of Column-1 are left and the other frequencies
are grouped in 3s (threes) i.e 3,4 and 5, 6, 7 and 8, 9, 10 and II and so on.
Again the highest value in the cohunm is identified.

It can be noted here that when the number of items are more, frequencies may be grouped
in fours and fives in the same manner as in twos and threes.
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Analysis Table

After preparation of the grouping table, an analysis table is prepared. In this table, column
numbers appear as row headings and probable value of Mode i.e X values appear as column
headings. The table is prepared in the following format :

ANALYSIS TABLE

b o 4
X Xn
1 No.+ : o .

Col No.I

Col No.Il

Col No.IlT

Col No.IV

Col No.V

Col No.VI

Total

The values against which frequences are marked 'maximum', in grouping table in
each column, are identified by putting a vertical bar mark in the relevant box of the
analysis table. The total row records the number of vertical bars against each value of
X', The value of X representing highest number of vertical bars in the total column, is
considered as modal value or modal class.

The procedure for preparing grouping and analysis table can be better understood from
the following practical example :
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Method of empirical relation.

When it is not possible to determine Mode, by all other methods discussed above, then
only this method of empirical relation shall be used to find out the value of Mode. Normally when
a distribution is a bi-modal, tri-modal or multi-modal one, in otherwords Mode is all defined,
then this method is used to get a definite value of Mode. According to Karl Pearson when a
series is moderately asymmetrical, then its Mean. Median and Mode bears a mathematical relation
as follows.

Mode = 3 Median - 2 Mean. or

o Mode + 2 Mean
3
3Median — Mode
Mean = >

Thus, from the value of Median and Mean the value of Mode can be determined by using
this relationship.
Merit, Demerits and Uses of Mode
Merits
Some of the merits of Mode can be mentioned as follows:
It is very easy to understand.
In some cases it can be located by mere inspection
Graphical location of Mode is possible.
It is not affected by extreme values.

For calculation of Mode in case of open ended classification, it is not required to estimate
both the extreme class limits.

6. It gives the most representative value from within the series.

ol S I

Demerits
The main demerits of Mode are ;

1.  Itisnotrigidly defined. There are different formula for its calculations, which some times
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2.  Itisnot based on all the observations.
3 It is not capable of further mathematical treatment.
4. Itissignificantly affected by fluctuations in sampling.
5 When the class intervals of a series are un-equal, it is not possible to find out its Mode.
Uses of Mode
Mode as a measure of central tendencey, has the following specific uses :

1.  Un-like other averages, it is capable of studying qualitative data as its determination is
based on the frequencies and not on the values of the variable. Therefore it is used to study
qualitative phenomenon.

2.  Itisveryuseful for businessmen as it helps them in studying trend in fashion, and deciding
the quantities of different goods to be produced..

Practical Problems

Example 21

Determine the missing frequencies when Mode is 36 and total frequencyis 30 :

X 10-20 20-30 3040 40-50 50-60

f - 5 12 - 2

Solution
The value of Mode is 36. Hence the modal class is 30-40

£ £
Z=L +——0—x(L -L

! )
By ~dy—ty .
GivenL,=30 L,=40 f-12 £=5
Letf =x
Substituting the values
12-5

36=30+——— > x(40-30)
2x12-5-x

36=30+ x10

9-x
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As the maximum frequency occurs in the class 22-25 as per the table it is the modal class
Applying the formula
f,—fo .
+—t—x i
2f, —fo-f,
Where L, =22f =50f =51, =54,i=3

Mode =L

50-51
-+ X
2x50-51-54

=22+_—;x3=22+.6=22.6

». Mean=24.25 Median=24.19 Mode =22.60

In an asymmetrical distribution as above Mean is greater than that of Median, which is
greater that of Mode.
9.5 Choice of a suitable average :

As has been discussed in the previous chapters, all the measures of central tendency i.e.
Mean, Median, Mode, Geometric Mean, Harmonic Mean aim at finding a central value or
representative value from the data. But all these measures cannot be used indiscriminately. For
best possible results, an appropriate choice of average must be made by the analyst.
Appropriateness of an average can be judged from the following factors :

* Level of measurement of data

* Shape ofthe distribution

. Stability of the measure
Level of measurement of data

There are four levels of measurement of data ;: They are nominal, ordinal, ratio and
interval. At nominal level the observations can be distinguished but cannot be arranged in any
order. For example different brands of a product or different colours of automobiles, different
racial, social or religious groups etc. At ordinal level the observations can be arranged in ascending
or descending order but no arithmetic operations are possible. For example while describing the
quality ofice-cream, one may say it is very good, satisfactory, bad or very bad. Similarly when
the performance is ranked like excellent, very good, good, satisfactory, bad and very bad, then
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such data are ordinal in nature. Such data can be ranked or graded but can not be mathematically
manipulated. At interval level it is assumed that a given interval or scale measures the same
amount ofdifference irrespective of where the interval appears. For example temperature difference
between 10°C to 20°C is same as difference between 40°C and 50°C. At ratio level the data
maintain mathematical proportion. For example 10 kg. is just the double of 5 kg and there is an
absolute value ‘0°. But we cannot say that temperature at 10°C is just double ofthe temperature
at 5°C and 0°C means there is no temperature at all.

Basing on the data type discussed above now we can say that in case ofnominal data only
we can use Mode, for ordinal data, Median and Mode can be used and for ratio and interval
data, all the measures can be used.

Shape of the distribution

In case of symmetric distribution the Mean, Median and Mode are equal. But in case ofa
skewed or asymmetric distribution all the measures of central value are different. For positively
skewed distribution Mode is the smallest and Median lies between Mode and Mean. When the
distribution is negatively skewed Mode is the highest and Median lies between Mean and Mode.
Thus under both the circumstances, Median lies in the centre of the distribution and hence is the
average of choice for a skewed distribution.

P T S
b e e

e g

G
—
&




BUSINESS MATH & STATISTICS 325

Stability of the measure :

Mean is generally more stable than Median and Mode. When different samples are collected
from a population and their Mean. Median and Mode are calculated the Means ofthe samples
will be more in agreement than Medians and Modes. Therefore, Mean is considered as a more
reliable measure than others and is the most popular average of choice.

9.6 Comparison among Mean, Median and Mode

A comparison may be made among Mean, Median and Mode taking into consideration

certain bases as follows :

Basis Mean Median Mode

. | Average type | It is a mathematical It is a positional It is a positional

average. average. average.

. | Calculation It is based on all the It is the value lying It is the most frequently

observation in the middle of the occuring value.
distribution.

. | Mathematical | It is capable of further | It is not capable of It is not capable of

. | Items It takes into consideration| It doesnot consider  |[Not all the items are

ofall the items. all the items. required.

. | Methodof |It does not require Arranging ofthe values | Arranging of the values
calculation | arrangement of values is essential. is essential.

. | Extreme It is affected by presence | It isnot affectedby  |It isnot affected by
values of extreme values. extreme values. extreme values.
Reliability It is stable, more reliable | Onlyused in Onlyused in

and most popular appropriate cases. appropriate cases and
average not popular.

. | Result There is only one mean. | There is only one There may be one or

median. more than one mode
in a series.




326 BUSINESS MATH & STATISTICS

9.7

QUESTIONS

No.1 Choose and write the correct answer from the alternatives given below :

@

(b)

©

)

©

®

®

()

Sum of deviations ofthe values of variables ignoring ‘“+’ and ‘-’ sign is minimum when
taken from :

() Mean () Harmonic Mean,

(i) Median (iv) Mode

A frequency distribution having an unique modal valueisa :

() Bimodalseries (i) Multimodal series
(i) Unimodal series (iv) Trimodal series
Median isa

() Mathematical Average (i) Positional Average
() Arthmetic Average (iv) Moving Average

A frequency distribution has

(@ 10 Deciles (@) 9 Deciles

@i 100 Deciles () 99 Deciles

Quartile divides a series into

(1) 3 equalparts (i) 10 equal parts

(i) 4equalparts (iv) 9 equal parts

The second quartile is equal to

@ Median (i) Mode

(i) Mean (v) GM.

In amoderately asymmetric distribution, Mode is equal to

@ 3 Median—2 Mean (i) 2 Mean—3 Median
(i) 3 Mean-2 Median (iv) 2Median—2 Mean
In a symmetric distribution the 1st and 3rd quartiles are equidistant from
@ Mean (i) Mode

() Median ) HM.
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()  The 5th Decile is same as

() 1stquartle (m) 50thpercentile
() 3rdquartile (iv) 10thpercentile
() A series should be arranged either in ascending or descnding order for calculation of :
() Mean (i) Geometric Mean
() Median (v HM

No.2 Correct the underlined portions of the following sentences :

() Mode is a mathematical average.

() Second quartile and Mean of a series are equal.

(i) Mode is the value that has the smallest frequency.

(ivy Median and Mean are not affected by the presence of extreme values in the series.

(v) Deciles divide the series into 100 equal parts.

(vi) The 50th percentile and Mode of a frequency distribution are same.

(vii) The value of Mode and Mean can be determined graphically.

(viil) Median is a derived measure of central tendency.

(ix) For calculation of Mean the values in the variable must be arranged according to their
magnitude.

(x) Inasymmetric distribution thelst quartlile and 3rd quartile are equidistant from the Mode.

No.3 Fillin the blanks :

() Medianisa average.

(i) Mode isthe value that has the greatest

(i) Percentiles divide the series into equal parts.

(iv) Inamoderately skewed distribution if the value of Mean and Median are 8 and 9 the value
ofModewillbe

v) is the most ill defined average.

(v 'When Mean, Median and Mode of a series are equalthe seriesiscalled  series.
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(vii) Inapositively skewed distribution Modeis _ than Mean.
(vii) Median is more suitable for clsssification.
(ix) A series having 2 modal values is called series.
(®x) Second quartile and decile of a series are equal.
4. Express the following in one word / term each :
() Series having an unique mode
() A series whose Mean, Median and Mode are equal
(i) A value that divides a series into some equal parts.
(iv) Anaverage whose value is simply determined by location.
(v)  Values that divide a frequency distribution into ten equal parts.
(vi) A series having more than one modal value.
(vii) A series whose Mean, Median and Mode are not equal.
(vi) A partition value that divides the series into two equal parts.
(ix) Value that most frequently occurs in a series.
(x) Method used to locate the value of Median / Mode from a class interval.
5. Answer the following in one sentence each :-
() What is a symmetric distribution ?
() What do you mean by a bi-modal series ?
(i) What is a partition value ?
(ivy Whatisa percentile ?
(v) What is a positional average ?
(v Define Mode.
(vii) What is Quartile ?
ANSWER
No.l.(a)ii, (b)ii, (o)ii, (d)ii, ()i, (Di ()i (i, ()i, ()i
No.2 (i) positional (ii) Median (iii) Highest (iv) Mode (v) Percentile (vi) Median
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(vii) Median (viii) Positional (ix) Mdeian (x) Median.

No.3 (i) positional, (ii) Frequency (iii) Hundred (iv) ii (v) Mode (vi) Symmetric, (vii) More,
(viii) Open ended (ix) Bimdal (x) 5th decile

No.4 (i) Unimodal (ii) Symmetric (iii) Partition value (iv) Positional (v) Deciles
(vi) multimodal (vii) Assymmetrical (vii) Mdeian (ix) Mode (x) Interpolation.

No. 5

() A frequency distribution whose Mean Median and Mode are equal, is called a symmetric
distribution.

(i) A seriesis said to be bimodal if it has two Modes.

(i) A valuethaidivides a series into some equal parts like two four, ten e fc is called a partiton
value.

(iv) Percentile is a partition value that divides a series into hundred equal parts.

(v) Anaverage that is located simply by identifying its position is called a positional average.

(v Mode ormodal value is that value in a series of observations which occurs with the greatest
frequency.

(v Quartileis a partition value that divides a series into 4 equal parts.

No. 6.Answer the following in 30 word.

a)  Whatisa partition value ?

b)  What do youmean by a positional measure of central tendency ?

c) Statethe difference between mathematical and positional measure of central tendency.

d) State the specific uses of Median .

e) DefineMode

f)  Write any two uses of Mode.

g  What Points should be remembered while calculating Mode ?

)  Write any two limitations of Median.

1)  Write any two important merits of Mode.
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Marks 0-10 10-20  20-30 30-40 40-50 50-60

Number of

students 12 18 27 20 15 8

18. Fromthe following data find out the value of Median and upper Quartile :

Marks More than 70 60 50 40 30 20

Number of

students 7 28 40 40 63 75

19. Findout the missing frequency from the following data. When Median = 50 and number of
items is 100.

X 0-20 20-40 40-60 60-80 80-100

f 14 ? 27 ) 15

20. One hundred and twenty students appeared for certain test and the following marks
distributions are obtained.

Marks 0-20 20-40 40-60 60-80 80-100

Students

Find 10 30 36 30 14

(1) The percentage of students who failed, if 35 marks are required for passing.
21. Calculate Median from the following data.

Weight
in gms. 410-419 420-429 430-439 440-449 450-459 460-469 470-479
No. of apples 14 20 42 54 45 18 7

22. Fromthe following data calculate the 1st Quartile the Median and the 3rd Quartile.
Height (cms) 141-150 151-160 161-170 171-180 181-190

Frequency 5 16 56 19 4
23. Find the 45th and 60the percentile from the following data:
X 20-23 25-30 30-35 35-40 40-45 45-50

10 20 20 15 15 20
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30. Determine the missing frequencies from the following information when Median and Mode
are known to be 33.5 and 34 respectively and number of observations 100.

X 0-10 10-20  20-30  30-40 40-50 50-40 60-70

f 4 16 1 ? ? 6 4

31. Fromthe following data determine the value of Mode :

Mid value 5 15 25 35 45 55 75 85
Frequency 12 35 105 148 141 125 136 98
32. Calculate Mode from the following data.

Marks

below 10 20 30 40 50 60 70 80 90

No of

Students 4 6 14 46 67 86 96 99 100

33. The Mean, Median and Mode of a set of 75 items were ascertained to be 27,29 and 34
respectively. Afterwards it was noticed that an item was taken as 44 in stead of 53. Find
the correct value of Mean, Median and Mode.

34, Calculate Median and Mode by grouping method from the follwing series :
Mid value

X 5 10 15 20 25 30 35 40 45
frequency 7 13 19 24 32 28 17 8 6
35. Calculate Median and Mode from the following :

Size 6-10 11-15  16-20 21-25 26-30

Frequency 20 30 50 40 10
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10.0 INTRODUCTION

The various measures of central tendency explain about the concentration of
data on one point. They give only one figure to represent the entire series of data. The
entire data in the series concentrate/cluster around a central value, called average.
But the average alone is not adequate to describe or represent the given series of data.
The averages like Mean, Median, Mode, Harmonic Mean, Geometric Mean do not
reveal how the values of observations are dispersed or scattered on both sides of the
central value. The composition of the series is not fully explained by a value of central
tendency only. An average is not the fully representative of a given series of data.
Sometimes the individual values of a series have significant variations in relation to
the average. The study of central tendency is to be supplemented by the study of
dispersion or variation for giving an idea about the spread of values which is explained
below.

Daily wages earned by three workers in one factory in a week:

Worker| MON | TUE | WED| THU | FRY | SAT | SUN | Total

A 1O 16 []Q |O |® &
A 500 | 500 [ 500 | 500 | 500 | 500 | 500 | 3,500

B 520 480 | 500 570 490 | 475 | 465 | 3,500
C 100 300 | 400 500 1.000 | 650 | 550 | 3,500

Worker A gets avarage daily wage of ¥ 500 and there is no sign of any variation.
The wage data are not scattered at all. Worker B also gets an average daily wage of X
500 and the daily wage scatters modetately. The degree of variation of daily wage is
very less for worker B. Worker C though gets an average daily wage of T 500, his
daily wage has a significant variation. The average daily wage of worker C does not
represent the daily wage in the particular week.
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Thus we observe that although all the three workers have the same average, yet
they widely differ from one another in terms of the composition of weekly wages.
When the extent of variation/scatterness of individual values from the central value
in a series of data is large or significant, then the measure of central tendency or
average cannot be representative of the distribution. The mean wage may not be a so
impotant characteristic of income distribution, if the variations of daily wage from
the mean wage is wide. For the students of social sciences, variation in the income is
more important than that of the mean income.

10.1 MEANINGAND DEFINITION

The variation of observations / items in a series of distribution of data from its
central value, is called dispersion. It is the variability in the size of items in a series.
Some important definitions of Dispersion are given below.

1. “Dispersion is the measure of the variations of the items.”
ALBowley
2.  “The degree to which numerical data tend to spread about an average value is
called the variation or dispersion of the data.” - Spiegel.
3. “Dispersion or spread is the degree of the scatter or variation of the variable
about a central value.”
D.C. Brooks and W.F.L. Dick
4. “Measures of variability are usually used to indicate how tightly bunched the
sample values are, around the mean.”
Dyckman and Thomas.
5. *Dispersion is a measure of the extent to which the individual items vary.”
Prof. L.R. Corner
6. “The measurement of the scatterness of the mass of figures in a series about an
average is called measure of variation or dispersion.”
Simpson & Kafka.

It is clear from the above discussions and definitions that dispersion is the
scatter or spread or variation of data from some central value. When the diviations of
the items from their average (i.e., Mean, Median or Mode) are found out, the average
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of the deviations represents the series. For this, measures of dispersion are known as
the averages of the second order and Mean, Median or Mode etc. are called the
averages of the first order.

10.2 OBJECTIVES OF DISPERSION

(i)

(i)

The objectives of the measures of dispersion are as follows:
Determining the Reliability of an average:

Measures of dispersion determine the reliability of an average. It tests whether
an average represents the series or not. When dispersion is small, the average
closely represents the series and it is reliable. The average is a typical
representative of the universe. But when the dispersion is large, the average
does not represent the series and is not a typical representative. Such an average
may not be reliable.

Determining the nature and causes of variation:

Another objective of measuring dispersion is to determine the nature and causes
of variation of the mass data. Then only it becomes easy to control the variability
and take remedial measures. For example, in the fields of social science, to
control the unequal distribution of wealth and income, it is important to study
the variation or scatter in wealth and income of the society.

(iii) Comparing the variability of two or more series of data:

Measures of dispersion enable a comparison of two or more series with the
help of relative measures dispersion. The higher the degree of variability, the
lesser is consistency or uniformity in the values of the variables. Conversely
the lower the degree of variability, the higher is the degree of consistency of
data.

Comparative study of variability is very fruitful and useful in the fields like
measuring profitability of companies, fluctuation in the value of shares, studies
relating to demand and supply, price and demand etc.
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(iv) Facilitating the use of other statistical measures:

Measures of dispersion facilitate further statistical analysis. It is the basis to
study the pros and cons of series of data or universe with the help of many
powerful analytical tools of statistics. Such tools or parameters of statistics are
regression analysis, correlation analysis, testing of hypothesis, analysis of
variance, statistical quality control etc.

10.3 CHARACTERISTICS OF A GOOD MEASURE OF DISPERSION

(@)

(ii)

The characteristics of a good measure of dispersion are the same as those of
the characteristics of a good measure of central tendency. These are:

Simple to understand: A good measure of dispersion should be designed to
simplify the complexity of data. It should be readily understood by all, even by
alayman.

Easy to compute: A good measure of dispersion should not only be simple to

understand but also be easy to compute. The ease of computation should not be
at the cost of other characteristics.

(iii) Based on all observations: Any good measure of dispersion should be based

on all the observations / items of universe / sample under study. If any of the
items is dropped, then the value of the dispersion will be changed and findings
will be misleading.

(iv) Not affected by extreme observations: Although each item of the series

A4

influences the value of dispersion, none of the items should have undue or uneven
influence. When one of the items in the universe is very small or very large, it
will affect the dispersion unduly. In other words, extreme items may distort the
value of dispersion and reduce its utility.

Rigidly defined : A good measure of dispersion should be rigidly defined. It
should have one and only one interpretation / explanation. It should be preferably
defined by an algebraic formula, The dispersion should be free from any personal
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(vi)

prejudice and bias of the investigator; otherwise, the result will be futile and
ambiguous.

Capable of further algebraic treatment and analysis:

An ideal measure of dispersion should be capable of further algebraic treatment
and analysis. One should prefer to have a dispersion that could be used for advance

statistcal analysis. For example, combined mean deviation, combined standard
deviation will enhance the utility of simple measures of dispersion.

(vii) Sampling stability: Last but not the least, the sample taken for study should

give a stable value of dispersion. A good measure of dispersion should not be
affected by sampling fluctuations. For example, if we take a number of samples
from the students of a college, we should expect the same value. It dose not
mean that there can be no difference in the values of dispersion of different
samples. There will be difference, but the difference should be very small or

insignificant.

10.4 MEASURES OF DISPERSION (ABSOLUTE AND RELATIVE) :

The dispersion of a series of distribution can be studied by different measures

such as range, interquartile range, quartile deviation, mean deviation, standard deviation,
coefficient of range, coefficient of quartile deviation, coefficient of mean deviation
and coefficient of standard deviation (variation). These above measures of dispersion
are classified on the basis of : (i) Unit of measurement as absolute and relative, and
on the basis of (ii) Nature of calculation as positional and mathematical.

MEASURES OF DISPERSION
(On the basis of Unit of measurement)

Absolute Dispersion Relative Dispersion
$ N
(Range, Inter-Quartile range (Coefficient of Range,
Quartile Deviation, Mean Deviation, Coefficient of Quartile Deviation,
Standard Deviation, Lorenz curve.) Coefficient of Mean Deviation,

Cofficient of Standard Deviation.)
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Absolute Measures of Dispersion :- These are expressed in the same statistical unit in
which the original data are given. For example, income and expenditure are measured in terms of
rupee, dollar, pound etc; distance and length are measured in terms of metre, kilometre etc;
weight is measured in terms ofkilogram, ton etc; liquid is measured in terms of litre, kilolitre,
gallon ctc. The absolute measures may be used to compare the variations in two series provided
the data are in same units of measurement and have almost the same average value.

Relative measures of Dispersion :- These are expressed in terms of the ratio or
percentage but not in terms of the units of original data. It is the ratio of an absolute measure of
dispersion to an appropriate average. The relative measure is the coefficient of any absolute
measure of dispersion. In a nutshell, a relative measure is known as the coefficient of variation. A
relative measure is a prime number. It is free from any unit of measurement, whatever may be the
unit of measurement of'a series of distribution. The word coefficient means a number, that is
independent of any unit of measurement. It should be kept in mind that while calculating a relative
measure of dispersion, the average value is used as the base (denominator). Relative measures
help in the comparison of data of two or more series with different units of measurements. For
example, comparison of height and weight of students in a class, distance covered and fuel
consumed while travelling by a motorcar etc.

Measures of Dispersion
(On the Basis of Nature of calculation)

Positional Dspemoi ion Mathematical J,I Jispersion
(Range,Inter Quartile Range, (Mean Deviation
Quartile Deviation, Standard Deviation
Decile, Percentile) Coefficient of variation)

10.5 POSITIONAL DISPERSION (Range, Inter Qrartile Range, and Quartile Deviation)
A measure of dispersion ascertained from a distribution on the basis of its nature of

calculation is of two types; such as (i) positional dispersion and (ii) mathematical
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dispersion. A positional dispersion is computed by taking into account the physical
spread / position of the variables in a series of distribution. Positional dispersions
are the measures that describe the spread or scatter among values of variables. Range,
Inter Quartile Range and Quartile Deviation are Positional measures of dispersion as
these are based on the position of certain values of a variable in the series.

10.5.1 Range:

Range is the difference between the largest and the smallest observations of a
distribution. It is the simplest method of studying dispersion. It is based on the physical
location / position of the two extreme values of the series.

Range = The Largest value of a distribution— The Smallest value of a distribution

=1-S.

The range of a distribution depends only on the largest and the smallest
observations of the series. The frequencies and class interval of various ungrouped or
grouped distribution have no role in determining the range. Thus the range of grouped
frequency distribution is the difference between the upper limit of the highest class
interval and lower limit of the lowest class interval.

Merits :

1) Itiseasy to calculate and simple to understand.

2) Ttis notnecessary to calculate any measure of central tendency to determine
range.

3) Range is popularly used in our day to day life to know the variation in daily
temperature, expenditure, rainfall etc.

Demerits :
1) Itisnotbased on all the observations of a distribution, Only two extreme items
are taken into account.

2) Itisadversely affected by sampling fluctuations.

3) Itis not possible to calculate Range in open-end series.

4) Frequencies are ignored in discrete and continuous series.
5) Range fails to compare the distributions in different units.
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Coefficient of Range :
The relative measure of range is called the coefficient of range. Sometimes for

the purpose of comparison, coefficient of range is calculated. It is obtained by dividing
the range by the sum of extreme items. The coefficient of range is also called ‘The
Ratio of the Range’ or ‘The coefficient of the scatter.” Symbollically, cofficient

L=

of range = L+S*

|

The following example would explain the use of the above formula :
IMustration 1.

From the weight of seven students of class x, find the range and coefficient of
range of weights in a series of individual observation :

Number of students :| 1 2 3 4 5 6 7
Weight (kg) : 45 40 | 42 | 47 50 52 55
Solution :

Here, Largest value = 55
Smallest value = 40.

.. Range =L-S = 55kg - 40kg = 15 kg.

. L-8 55-40 15
Coefficient of Range = L+S_ 55+40 =E=0'158

Ilustration 2.

From the following data calcuate range and its coefficient in a discrete series.

Weight(inkg )[40 [42 [ 45 [ 47 [ s0 | 52 [ 55

Number of students| 5 7 6 4 8 3 2
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Solution :
Here, L = 55kg, S =40kg

.. Range = L-S = 55kg-40kg =15 kg.

L-S_ 55-40_15

i = =—={,158
Coefficient of Range = L+S 55440 05 :

When range and coefficient of range are computed in a disrete series, the
frequencies of the variable are not taken into account.

Mustration 3
Calculate range and coefficient of range from the followingdataina
continuous series :

Marks : 0-10 | 10-20 20-30 | 30-40 40-50
Numbers of students ;| 5 7 10 8 20
Solution :

Here, Largest value (L) =50
Smallest value (S) =0
" Range LS04 5f

Coefficient of range = m 5040 50

When range and coefficient of range are computed in a continuous series, both
the frequencies and class intervals of the variables are ignored.

Utility of Range :

In spite of all the serious limitations of range, it has a lot of utility in our day to
day life. The uses and applications of range are described below :

(i) Analysis of fluctuations in stock and commodity markets - Range is
helpful in analysing the change in the prices of stocks, shares, gold, exchange rates
etc. In fact range is used when the variations are not much.

(ii) Forecasting weather conditions : The meterologist makes use of range
to forecast the weather conditions like mininmim and maximum temperature, rainfall,
humidity etc.
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(iii) Quality control : Range is used in the quality control of manufacturing
products. Control charts are prepared under the method of statistical quality control
(SQC) by using Range.

(iv) Useful in day to day life : Range is the most frequently used measure of
dispersion in our every day life. Difference in temperature from day to day, difference
in the daily pocket expenditure of collegiates, difference in the salary of employees
of Government of Odisha etc. are the examples of range.

10.5.2 INTER-QUARTILE RANGE

Range as a measure of positional dispersion, is subject to certain limitations.
The scatter within the largest and smallest item is not taken into account by range. It
is suggested to discard the extreme items and in its place, a limited range is to be
established. This is possible by taking the range of the quartilies. It includes only the
middle fifty percent of the distribution. It is called the inter quartile range. It excludes
one quartar (twenty-five percent) of the observations at the lower end and another
quarter at the upper end of the distribution. In a nutshell, interquartile range is the
difference between the third quartile and the first quartile.

Inter Quartile Range (IQR) = Q,-Q,

Inter Quartile Range
25%
BTN
Smallest value  Q, Q, Q, Largest value
(S) Median (19
10.5.3 QUARTILE DEVIATION

Half of the difference between the first quartile and the third quartile is called

semi-interquartile range or quartile deviation,

Q-Q

Quartile Deviation (QD) = 5
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Quartile deviation represents the average difference of two extreme quartiles
from the middle quartile (median / second quartile). In a symmetrical distribution,
the two extreme quartiles. (Q,and Q,) are equi-distant from the median (Median —
Q,=Q,;—Median). Thus the difference between Q, and Median or Median and Q, is
taken as another measure of dispersion. The median +Q.D. covers exactly 50% of
the distributions.

In real life, one seldom finds a series of perfectly symmetrical distribution of
data in the field of social sciences. All the distributions of data under study are asym-
metrical. As a result of which an asymmetrical distribution includes approximately
fifty percent of the observations.

When quartile deviation is small, it denotes a high degree of uniformity and
insignificent variation in the middle fifty percent of observations. But a large quartile
deviation indicates the variation among the central items is significant.

Quartile deviation is an absolute measure of dispersion. For further and better
statistical analysis of data, coefficient of quartile deviation is to be taken into consid-

eration. Q;—-Q,

2 =
Coefficient of Quartile Deviation= Q,+Q, = 83 _,,gl :
- — 3 1

In case of series with frequencies, cumufative frequencies are to be calculated

first before applying this formula.
Advantages :

Quartile deviation is superior to range in some respects, along with all the
advantagesof range. The other advantages are

(i) It is capable of computing disersion in open-end distributions.

(ii) It is not affected by extreme values.

(iii) It is effective in erratic or highly skewed distributions.
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Disadvantages :
(i) It is not based on all observations of the siries. It takes only middle 50% of
items ignoring the first 25% and last 25% of data.
(ii) It is not capable of further mathematical treatment.
(ii1) It is highly affected by fluctuations in sampling.
(iv) It cannot be called a measure of dispersion as it does not show the scatter
around an average, rather it shows a distance on a scale.
(v) It gives only a rough idea about the degree of variability in a series.
Ilustration 4.
Find the value of quartile deviation and its coefficient from the following
data :
Wages: (X) 200 340 610 750 820 940 1010
Workers : 1 2 3 4 5 6 7

Solution

Here wages of seven workers are given in the distribution.

N+1

Q= value of (4] th item.

T+1
=value of (—J th item.

4
=value of 2nd item.
Here, The value of 2nd item is ¥ 340.
- Q= 340.

N+1 .
Q,=value of 3 (TJ th item.

7+1
=value of 3 (4) th item.
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L=19.5, §=201, cf=0,=306,1=10.

E—cf

4 ’
=L+ X1i-
Q ;

Q, =195+ 2000 10]=195+( 222229} _ 1954657 =2607
306 306

3x804
Q, =Value of (3TN]th item = Value of [ ] th item = value of 603rd item

4
which lies in 40-49 class interval which is inclusive series = 39.5-49.5.

ﬁ—cf 3N y
Q,=L+-2 xi, where L=39.5, == 603, cf =488, f= 144, = 10.
f

1510 _ 395,7.99=47.49

Q, =395+ $03-488 10 |=395+
144

(i) Inter Quartile Range = Q,— Q, = ¥47.49 — X26.07 =X21.42

G Ougrils Deyigtion = Q,—-Q - 3474932607 - 2142
2 2

=10.71

(iii) Coefficient of Quartile Deviation — %~ _ 4749-2607 2142

= =0261
Q,+Q, 474942607 7356

10.6 QUESTIONS

1 Multiple Choice Questions.
Select the correct answers from the alternatives given below in each bit :

(a) The simplest measure of dispersion is :
(i) Inter Quartile range (ii) Quartile Deviation (iii) Range (iv) Mean Deviation
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(b)

(c)

(d)

(e)

(f)

(8)

A relative measure of dispersion is :

(1) Range (ii) Inter Quartile range (iii) Coefficient of QD, (iv) Quartile
Deviation.

An absolute measure of dispersion is :

(i) Coefficient of range (ii) Coefficient L.Q.R (iii) Standard Deviation (iv)
Coefficient of Mean Deviation

The measure of dispersion not suitable for open-end class is :

(i) Quartile Deviation (iii) Mean Deviation

(ii) Range (iv) Inter Quartile Range

An absolute measure of dispersion is expressed in :

(i) Ratio (ii) Percentage (iii) Decimal (iv) the same unit of original data.
Relative measure of dispersion can be expressed in :

(i) Ratio/percentage/decimal (ii) the same unit of original data (iii) in
different units original data (iv) rates.

A relative measure of dispersion is always

(i) equal to unity (ii) more than unity (iii) Less than or equal to unity
(iv) less than zero

Answer (a) iii, (b) iii, (¢) iii, (d) ii (e) iv (f) i (g) iii

Express the following in one word/term each :

(1) The other name of Quartile Deviation

(ii) Difference between extreme values of a series divided by sum of
extreme values.

(iii) The formula of Inter Quartile Range.

Answer : Semi Inter-quartile range ; (ii) Co-efficient of Range; (iii) Q,—Q,.

3.

Answer the following within one sentence each :
(i) Give Spiegel’s definition on a measure of dispersion.
(i) What purpose is served by a relative measure of dispersion ?




BUSINESS MATH & STATISTICS 357

(iii) How is Range calculated in a continuous series ?
(iv) What is the formula of coefficient of Quartile Deviation ?

Ans: (i) “The degree to which numerical data tend to spread about an average value
is called the variation or dispersion of data; (ii) They serve the purpose of
comparison; (iii) It is calculated by deducting the lower limit of first class
interval from the upper limit of the last class interval; (iv) Coefficient of Quartile

Q:!_Ql
Q;+Q-

4. Fill in the gaps

Deviation =

(a) is the simplest measure of dispersion.
(b) Coefficient of range is called coefficient of
(c) Range, IQR and QD are dispersions.
(d) Positional dispersions are of positional averages.
(e) Mathematical dispersion is of further mathematical analysis.
(f) Range be used in open-end distributions.
(g) Range is by fluctuations of sampling.
(h) Median lies half way on the same scale from Q, to Q, in series.
D Q,+QD # Q,-QD in series of distribution
() QD includes atleast percent in asymmetrical series.
Answer : (a) Range (b) Scatter (c) positional (d) counterparts (e) capable (f) cannot
(g) affected (h) symmetrical (i) asymmetrical () fifty.
5. Correct the underlined portion of the following sentences.
(a) Quartile deviation is a/an relative measure of dispersion.
(b) Coefficient of standard deviation is a/an absolute measure of dispersion.
(c) Relative measure of dispersions are expressed in original data.
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(d
(e)
()

(d) Quartile Deviation and Semi I.Q.R. are different.
(e) Median £ QD covers more than 50% of the distribution.
(f) Coefficient of Q.D. is an absolute measure dispersion.

(g) QD is affected by extreme values.
(h) QD takes only extreme 50% items.

: (@) Absolute (b) Relative (c) Ratio/percentage (d) Same (&) exactly (f) Relative

(g) not affected (h) middle.

Answer the following sentences within 30 words each :
(a) State the merits of range

(b) State the merits of Inter-quartile range

(c) State the merits of quartile deviation.

(d) Mention any three properties of a good measure of dispersion
(e) What are the positional dispersions ?

(f) State the objectives of dispersion.

Answer the following sentences within 50 words each.
State the objectives of measuring dispersion.

Express the utility of relative measures of dispersion.

Why is QD calculated ?

State the usefulness of range.

Mention the demerits of QD.

Give any three definitions of measure of dispersion.

What do you understand by dispersion ? Explain briefly the various methods
used for measuring dispersion.

What is Quartile Deviation ? Explain its advantages and limitations.
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10.
11.

12

13.

14.

15.

Define range. Describe the merits, demerits and usefulness of range.

Calculate range and its coefficient from the following data. Price of mustard
Oil per kilogram from Monday to Saturday.

Monday Tuesday Wednesday  Thursday Friday  Saturday
T 160 158 170 142 176 187
: Range = 45, Coefficient of Range =0.137
The following are the prices of shares of X Ltd in a week.
Days | Prices Days Prices | Days | Prices
< T ks
Mon 200 Wed 208 Fri 220
Tue 210 Thu 160 Sat 250

Calculate Range and its coefficient.
Ans : Range =90 , Coefficient of Range =0.714
Marks obtained in an OPSC examination by 25 candidates are as follows :

Marks :

5-9

10-14

15-19

20-24

25-29

30-34

Numberof Candidates

1

3

8

5

4

2

Find (i) Coefficient of range (ii) Inter quartile range
Ans : (i) 0.795 (ii) 10.78
Calculate coefficient of Quartile Deviation from the following data :

Size :

4-8

8-12

12-16

16-20

20-24

24-28

28-32

32-36

36-40|

Frequencies :

6

10

18

30

15

12

10

6

2

Ans : Coefficient of QD = 0.521

Find the Quartile Deviation and its coefficient from the following
distribution :
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11.0 INTRODUCTION TO MATHEMATICAL DISPERSION

The positional dispersions described in the previous chapter namely Range, Inter-Quartile
Range, Quartile Deviation are not real measures of dispersion in a strict sense. They suffer from
a common defect that only two extreme values of a series are considered for their calculation.
They do not show the spread or scatterness of the distribution from their central value. More
over, they are not based onall the observations ofa series.

Therefore, it is always better to take such a measure of dispersion which takes into account
all the observations of a series and it is calculated from a measure of central value, The central
value of a series of distribution may be Mean, Median or Mode. The method of calculating
deviations from Mean, Median or Mode can throw some light on the formation ofthe series and
dispersal/spread of items around a central value. This method of dispersion is called the “Method
of Averaging Deviations”. In this method, the deviations of items from any measure of central
tendency are averaged for the purpose of studying the dispersion of the series.

The other two measures of dispersion, i.e., Mean Deviation and Standard Deviation
overcome the limitations of positional dispersions. Mean Deviation and Standard Deviation are
rightly called the mathematical dispersion. They involve some algebraic and arithmetical operations
in their computations, The mathematical operations are addition, subtraction, multiplication, division
and square root etc.

11.1 INTRODUCTION TO MEAN DEVIATION

The Mean Deviation is popularly known as Average Deviation. It is the average of the
deviations of individual items in a distribution from their Mean, Median or Mode. Mean Deviation
is defined as the arithmetic mean of the absolute deviations of items m a series taken from its
central value, The absolute deviation implies that while taking the deviations from a measure of
central value, the plus and minus signs are ignored. Mean Deviation is also known as ‘Mean
absolute deviation” or *first moment of dispersion’.

Theoretically, deviations can be taken from any ofthe three measures of central tendency
as mentioned earlier. But in actual practice, mean deviation is calculated either from Mean or
from Median. Usually, Mode is not considered for this purpose because its value is indetermined
at times. Of the other two central values, Median is better as the sum of'the deviations from
Median is always less than the sum of the deviations taken from mean. So the value of the Mean
Deviation from Median is always less than the value ofthe Mean Deviation from Mean. The
‘plus’ and ‘mirms’ signs are ignored in aggregating the deviations, When the algebraic signs are
not ignored the deviations taken from arithmetic mean will always be zero and deviations taken
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from Median will also be nearing zero in a moderately asymmetrical series. It is therefore, futile to
study mean deviation by taking into consideration the algebraical signs. However, Arithmetic
Mean is more commonly used in calculating the value of average deviations. This is the reason
why the average deviation is called Men Deviation. As the purpose of a measure of dispersion is
to study the variation of items from a central value, it is immaterial and insignificant if plus and
11.2 Calculation of Mean Deviation — Procedure :

IfX X, X,...... X are N number of observations, ¥ is the arithmetic mean, M is the
Median and Z is Mode of'the series. Symbolically,

- D
@ 5X=_ZINII |,where

X stands forthe Mean Deviation from Mean, |D| for the deviations of the values

of variable taken from Mean, i.e., I(X —f)l , read as the modulus value or absolute value ofthe
deviations where minus sign is ignored, and N for the number of items.

=2 X-M 2Dl e
N N

SM stands for the Mean Deviation from Median,

| D| for the deviations of the values of variable taken from Median, i.e. | X — M| and
N for the mumber of items.

) OZ= 21X-2| 2D , where
N N

§Z stands for the Mean Deviation from Mode,

| D] for the deviations of the values of variable taken from Mode, i.e., | X — Z| and
N for the number of items,

11.3 Calculation of coefficient of Mean Deviation

Mean Deviation is an absolute measure of dispersion. It is expressed in the same units of
measurement in which the original data are expressed. The coefficient of Mean Deviation is the
relative measure of dispersion and is obtained by dividing the Mean Deviation by the particular
average from which it has been computed. It is expressed in terms ofratio, percentage and not in

(@)
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the terms of the unit of measurement of original data. Coefficient of Mean Deviation is also
known as the Mean Coefficient of Dispersion.

Coefficient of Mean Deviation from Mean, Median and Mode would be symbolically as
follows :

Coefficient of Mean Deviations taken from :
Deviation Mean (X) Median(M) Mode (Z)
MD _8X MD M MD §Z
X X M M Z Z

Below are given the computation of Mean Deviation under different series :
11.4 Calculation of Mean Deviation in Individual series (Direct Method) :

2D
MD ==—
N
Dlustration 1:
The daily wages of 7 labourers are as follows :
Serial Number 1 2 3 4 5 6 7

Wages () 350 300 325 250 400 450 445

Find the Mean Deviation and its coefficient from (i) Mean and (ii) Median.
Solution :

(®  Calculation ofMean Deviation and its coefficient (from Mean)

Wages(X) I} =x-X]
®
350 10
300 60
325 35
250 110
400 40
450 90
445 85
=X =2520 D[ =430
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X= =—0=360, Mean Deviation= MD =

X X 360
(i) Calculation of Mean Deviation (from Median)
By arranging the observations in ascending
order we get, 250, 300, 325, 350, 400, 445,450 Here N=7

SL Wages(X) D|=[X-M]
No. _
(®) ®
1 250 100 N +1
2, 300 50 Median = M= Value of [ > Jth
3. 325 25
4. 350 0 . 7+1 )
220 - th
5. 400 50 item = Value of ( >
6. 445 95 item = Value of 4th item
7. 450 100
N=7 lel = 420 ;. Median=M =350
Mean Deviation = §M = EM {420 =360
N 7
Coefficient of Mean Dewviation = o = M = X60 =0.171
M M 350

11.5 Calculation of Mean Deviation in individual series (Shortcut method) :

In this method first mean or median is calculated. Thenthe total of the values of observations
below the Mean or Median and above it are found out. Then the total of values of the observation
below the Mean or Median is subtracted from total of values of observation above it. The
difference of the two values is then divided by the number of items to get Mean Deviation. For
Xy - Xx

N

calculating the Mean Deviation from Mean in shortcut method, the formmla is : MD =
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By visual inspection Mode (z) =3 as it has the maxinmm frequency 8.

- D fldzl 80
Mean Deviation= MD ==——=—=2353,
N 34

Coefficient ofMean Deviation = % = 2:;_53 =0.784

11.7 Calculation of Mean Deviation in Continuous Series

Calculation of Mean Deviation in continuous series is the same as that of calculation of
Mean Deviation in discrete series. The only difference is that one is to find out the mid-point of
the different class intervals and take the deviations of these points from any measure of central
tendency i.e. Mean, Median or Mode.

Ilustration 4.
Calculate the Mean Deviation and its co-efficients from Mean from the following data :
Class Interval:  0-4 4-8 8-12 12-16 16-20
Frequency : 4 6 7 5 3
Solution : Calculation of Mean Deviation and its coefficient
Class Interval Mid-Value  Frequency & |dX]=|x-%|  f|dx]
® ®
0-4 % @ 8 7.52 30.08
4-8 6 6 36 3.52 21.12
8-12 10 7 70 0.48 3.36
12-16 14 3 70 4.48 22.40
16-20 18 3 54 8.48 25.44
pe > fx=238 D f]dx|=1024
> fx > fx 238
= = = =952
Mean=SF =N 25
fldx
Mean Deviaion ~MD ~20 1024 _ ;o6

N 25
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Mean Deviation ~ 4.096
Mean 9.52

Coefficient of Mean Deviation=

=043.

Ilustration 5
Calculate the Mean Deviation and its co-efficient from Median from the following data :
Class Interval: 10-20 20-30 30-40 40-50 50-60

Frequency : 5 ‘) 9 7 6

Solution : Calculation of Mean Deviation and its coefficient from Median.

Class Frequency Mid-Point Cumulative Deviations |dm|= fidm|

Interval ® ® Frequency (cf) |x-m/=[x-35.55|

10-20 5 15 5 20.55 102.75

20-30 7 25 12 10.55 73.85

30-40 9 35 21 0.55 4,95

40-50 7 45 28 945 66.15

50-60 6 55 34 19.45 116.70
> f=N=34 > fldm|=364.40

3
Median=Vale of g] th item = value of (E) thitem= Vahie of 1 7th item.

From the visual inspection of cummulative frequencies column, Median lies in (30-40)
class interval

-, Median=M= L+-2 —xi, where,

N
L =Lower limit of median class = 30, 2= 17,
¢.f. = Cummulative frequency of the class proceeding median class = 12, f=frequency of
Median class =9, i = Range of class Interval= 10




BUSINESS MATH & STATISTICS 373

+. Median= 30 +(17;12 xlO] = 30+%= 30+5.55=23555

f|dm
Mean Deviation= Z b = 36440 =10.72
34
Deviati 7
Coeffiient of Mean Deviation=— =2 ou_ 1072 o302

Median 3555

11.8 Advantages of Mean Deviation :

1.

SRVRE S

Mean Deviation is simple to understand and easy to calculate. It is readily understood
by the general public in socio-economic studies.

It is based on all the obsevations ofthe distribution.

It is rigidly defined.

It is less affected by extreme items than that of Standard Deviation.

It is better for comparison of deviations of different series.

It is useful in forecasting business cycle.

11.9 Limitations of Mean Deviation :

W s T B e

6.

It is illogical to ignore the “+” signs in computing Mean Deviation.

It is not capable of further algebraic treatment.

It is rarely used in sociological studies to draw inferences.

If the Mean, Median or Mode is a fraction, then it is difficult to compute.

If Mean Deviation is calculated from Mode, it is not reliable as Mode does not

properly represent the series.
In case of open-end series, Mean Deviation does not give accurate result,

11.10 Application / Usefulness of Mean Deviation :

The drawbacks of Mean Deviation can not prevent one from using it in different studies
bacause of its simplicity in meaning and computation.

®
(i)
(iid)

(W)

Mean Deviation is meaningfill in studying small samples.

It is very useful in studying business cycles.

It is better applicable to economic surveys made by National Bureau of Economic
Research

Mean Deviation is especially effective in presenting reports to the general public
those who have some fundamental knowledge on statistical methods.
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IMustration 6 .

Calculate the Mean Deviation from the following data relating to the weights (to the nearest
kilogram) of 85 children :

Weight (Kgs) : 20 25 28 30 35 38 40 50 55
Number ofchildren: 2 5 8 10 12 18 15 9 6
Solution : Calculation of Mean Deviation from Mean.
Weight  No. of Children fk  Deviations from Mean f|dx]|
kg (x) ® dx
20 2 40 17.33 34.66
25 5 125 12.33 61.65
28 8 224 9.33 74.64
30 10 300 7.33 73.30
35 12 420 2.33 27.96
38 18 684 0.67 12.06
40 15 600 2.67 40.05
50 9 450 12.67 114.03
55 6 330 17.67 106.02
D f=N=85 D fx=3173 > f|dx]|= 544.37
D& 3173
== =—=3733
Mean N 25 Kgs
Mean Deviation= Z fdx] " 6.404 Kgs
N 85
Coefficient of Mean Deviation= = —6'404—0172
cRcEm oI YAl eviaion™ Mean 3733

Ilustration 7.

Calculate the value of Mean Deviation and its co-efficient from Median of the following
data:
Marks : 20-30 30-40 40-50 50-60 60-70

Number of Students : 6 12 18 25 20
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Ilustration 8.
Calculate Median and Mean Deviation for the following data :

Age (Years) : 1-5 6-10 11-15 16-20 21-25 26-30 31-35
Number ofpersons: 7 10 16 32 24 18 10
Solution : Calculation of Median and Mean Deviation :

Age Mid Value Numberof = Cumulative Deviations
(Years) ) Persons(f)  frequency(cf)  |(x—m)=|dm| fidm|
0.5-5.5 3 7 7 16.48 115.36
5.5-10.5 8 10 17 11.48 114.80
10.5-15.5 13 16 33 6.48 103.68
15.5-20.5 18 32 65 1.48 47.36
20.5-25.5 23 24 89 3.52 84.48
25.5-30.5 28 18 107 8.52 153.36
30,5-35.5 33 10 117 13.52 135.20

If=117 Zfldm|=754.24

N 117
Median =Value of Eth item= Value of (T)thitem=Valuc of 58.5th item which lies in

15.5 —20.5 class interval.

2

. I‘%—cf N "
Median= 1 + - xi|, where L=15.5, —=58.5, cf=33,f=32,i=35.

. Median = 15.5+(%x 5] =155+398=19.48

dm
Mean Deviation= Z Fi = 1394 =6.45
N 117
) o Mean Deviation 6.45
Coefficient of Mean Deviation= = =0331.

Median  19.48
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Shortcut Method :
When value of any average (Mean/Median/Mode) is in fraction, shortcut method is applied.
Mean Deviation from Mean, Median or Mode

_ XX [V -Ye[EM/Z)
= :

Zxf = Sumofthe product ofitems and frequency corresponding to those items/midvalues which
are greater than the Mean/Median/Mode.

Zxf, = Sum ofthe product of items and frequency corresponding to those items/mid values which
are lesser than the Mean/Median/Mode.

Zf = Sumofthe frequencies corresponding to mid valnes / items greater than the Mean/Median/
Mode.

Zf = Sumofthe frequencies corresponding to mid vales / items lesser than the Mean/Median/
Mode.

N = Number of Ttems.

% = Mean, M =Median, z=Mode.

Niustration 9.
Calculate Median Deviation from Median from the following data in (i) Direct method and

(ii) Shortcut method.

Class Interval : 0-10 10-20 20-30 30-40 40-50 50-60
Frequency : 15 36 53 42 17 2
Solution : (i) Direct Method.
Class Mid Frequency Cumulative  Deviations  Deviations xf
Interval Value frequency  fromMedian (xf)
®) ® (3] |(x-m)| = |dm)| fidm|
0-10 5 15 "g 15 20.94 314.10 75 9 xf,
10-20 15 36 51 10.94 393.84 540
20-30 25 53 ] 104 0.94 49.82 1320 )
30-40 35 42 £ 146 9.06 380.52 14709 xf
40-50 45 17 163 19.06 324.02 765
50-60 55 2 165 29.06 58.12 110
ul | S
Zf=N=165 2fldm[=

1520.42
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11.11 QUESTIONS:

1.
@
®)
©

CY

©

®

From the alternatives given below in each bit, choose and write the correct answer
along with its serial number :

The dispersion which shows the scatterness of various items from its central value is :

() Range (i) Interquartilerange  (iii)Quartile deviation (iv) Mean deviation
Mean deviation is not calculated from :

(D GeometricMean (i) ArithmeticMean (i) Median (i) Mode

The most preferred measure of central tendency used to calculate Mean Deviation is :
(D) Mean (i) Median (i) Mode (iv) Harmonic Mean

The unitless dispersion is :
() MeanDeviation (i) Quartile Deviation
(i) Range (iv) Coefficient ofMean Deviation

Mean deviation does not give accurate result in case of:

(D closed-endseries (i) Exclusive series

(i) Open-end series  (iv) Inclusive series

The dispersion which is based on all the observations ofa series :

() Range (i) Interquartilerange (iii) Quartiledeviation (iv) Meandeviation

Answers : (3) (iv) Mean deviation; (b) (i) Geometric Mean; (c) (ii) Median; (d) (iv) coefficient
of Mean Deviation; () (iif) open-end series, (f) (iv) Mean Deviation.

2.
(@)
(b)
(©
@
(e
®
(®
()
)
()]
(9]
D

Fillin the gaps.
Mean deviation is defined.
Mean deviation affected by extreme items.
Mean deviation is useful in business cycles.
Mean deviation is capable of further algebraic treatment.
Mean deviation is difficult to compute if Mean, Median and Mode is in
Itis to igonre “+’ signs in computing Mean Deviation.
Mean Deviation is meaningful in studying samples.
Mean deviation is rarely used in studies / surveys.
is based on all the observations ofthe series.
Mean deviation is the mean of deviations taken from a central value.
Mean deviation is also known as mean dewviation.
Mean deviation is also known as first of dispersion.
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Ans : (a) Rigidly (b) less (c) forecasting (d) Not (¢) Fractions (f) Illogical (g) small (h) sociological
(i) Mean deviation (j) Arithmetic (k) Absoute (T) Moment.

3.
@
®)
©
@
©
®
4.
®
(i)
(i)
)

Answer the following questions in one sentence each :

Define deviation.

What is the other name of mean deviation ?

What is the formmla of computing mean deviation from mode in discrete series.
What do you mean by coefficient of mean deviation,

Which measure of dispersion is comparison friendly ?

Why is Median preferable to Mean in calculating Mean Deviation ?

Express the following in one word / term each :

The measure of dispersion which is computed from either Mean, Median and Mode.
The other name of Mean Deviation.

The relative measure of Mean Deviation.

The average which is considered most suitable for computing Mean Deviation.

Answers : (i) Mean Deviation, (ii) Average Deviation, (iii) Coefficient of Mean Deviation
(iv) Median.

5.
(@)
(b)
(©)
@
(e)
®

®
)
@

Correct the underlined portions of the following sentences :

M ean deviation is more popular than standard deviation.

Mean deviation considers the ‘+’ signs in taking deviation.

The definition of mean deviation is flexible.

Coefficient of Mean deviation is an absolute measure of dispersion.

The calculation of mean deviation in discrete series and contimious series isdifferent.
Mean deviation is based on middle fifty percent ofthe observations.

Mean deviation is useful in studying large samples.

Mean Deviation is frequently used in sociological studies.

It is logical to ignore*+’ signs in computing Mean Deviation.

Answer : (a) less, (b) Ignores, (c) Rigid, (d) Relative, (¢) Same, (f) all, (g) small, (h) rarely,

6.
@

(i) llogical.

Answer the following questions within 30 words each :

State the fornmila for computing mean deviation from mean in shortcut method and explain
the symbols used therein.
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Ans : M.D=1.239. Mean= X = 63.89

12. Find the Mean Deviation from the Mean of the following distribution of dividend payment
of companies during the year ending 2016-17.
Wages () 0-3 3-6 6-9 9-12 12-15 15-18 18-21
Number ofworkers: 2 7 10 12 9 6 4
Ans: MD=3.823, Mean= X =10.68

13. Find the Mean Deviation from median from data given below relating to the anmual turnover
of vegetable shops of an urban market :

Tumover (X°000) : 1-3 3-5 5-7 79 9-11 11-13 13-15 15-17
Number of Shops : 6 53 85 56 21 26 4 4

Ans : Mean Deviation = 2.252, Median = M=6.612
Q.14. Calculate Median, Mean Deviation and coefficient of Mean Deviation from the following

data.
Ageinyears: 1-5 6-10 11-15 16-20 21-25 26-30 31-35 36-40 41-45
Number of persons: 7 10 16 32 24 18 10 5 1

Ans : Median = M=19.95, Mean Deviation = 7.09, Coefficient of Mean Deviation =
0.355
15. Compute Mean Deviation from Mean, Median an Mode from the following data :
Class: 0-10 10-20 20-30 30-40 40-50 50-60 60-70 70-80 80-90
Frequency: 3 8 15 20 25 10 9 6 4
Ans : Mean deviation (i) from Mean = 14.99, (ii) from Median=15.07, from Mode = 15
16. Calculate Mean Deviation and its coefficient from Mean, Median for the following data :
Mark less than 10 20 30 40 50 60 70 80
Number of Students: 3 8 16 26 37 50 56 60
Ans : Median=M = 15.18, Coefficient of Mean Deviation=0.347
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12. INTRODUCTION

Standard Deviation is an important absolute measure of dispersion. The concept
of ‘Standard Deviation was first introduced by Karl Pearson in 1823. It is taken as the
most widely used measure of dispersion. It is popular because it is free from any
defects suffered by the other measures of dispersion. It satisfies most of the properties
of an ideal measure of dispersion. Standard Deviation is also called ‘root mean square
Deviation, because it is the square root of the Mean of the squared deviation from the
Arithmetic Mean. Standard Deviation is denoted by the small Greek letter o (read as
sigma). It measures the absolute dispersion of a distribution. The greater is the
magnitude of standard deviation the greater is the amount of dispersion. It indicates
that the magnitude of dispersion is more from the value of their Arithmetic Mean. A
lower standard deviation indicates a low degree of dispersion/variability from the
mean and there is higher degree of uniformity and homogeneity, of the items in the
series.

When we compare two or more distributions with the same mean, it is better to
take the Standard Deviations into consideration. Higher is the Standard deviation of a
series, it has a least representative mean and conversely lower is the Standard Deviation
of a series it has a most representative mean. So the standard Deviation is very useful
in determining the representativeness of the mean of a series.
12.1 Definition.

Standard Deviation is defined “as the square root of the Arithmetic Mean of the
squares of deviations of the given observations from their Arithmetic mean of a series.”
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12.2. Difference between Mean Deviation and Standard Deviation.

Mean Deviation Standard Deviation

1.

2.

3

Base Mean Deviation can be| Standard Deviationcanbe
calculated from Arithmatic|calculated from
Mean, Median or Mode. Arithmetic Mean only.

Algebraic Signs. In calculating Mean Deviation | In calculating standard
‘+” signs are ignored. Deviation ‘+ ’signs are
not ignored.

Mean Deviation is not capable | Standard Deviation is

of further algebraic treatment. | capable of further
algebraic treatment.

Further Algebraic
Treatment.

12.3. Calculation of Standard Deviation - Individual Series
(@) Direct Method : For calculating the Standard Deviation of a series of individual

observations when the Arithmetic mean is a round figure (whole number), we

can apply the direct method. The formula for calculating Standard Deviation is :

2

SD=c= ZX
N

, Where SD= ¢ = Standard Deviation,

x =X- X =Deviation of the items from the Arithmetic Mean
Zx? = Sum of the squares of deviations, N=Number of items / Observations.

(b) Indirect Method : When the actual Arithmetic Mean becomes a fraction, say

26.784, it becomes cumbersome to find deviations and square the deviations. In
such a case deviations are taken from an asumed mean and necessary adjustment
is made in the formula of Standard Deviation. The formula for Standard Deviation
in indirect method is.
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X-A

d =Deyviations from assumed mean = [ ; )

A=Assumed Mean
i=Magnitude of the class interval.
INlustration - 7

The monthly wages of labourers in a factory are given below. Find out the Mean
and Standard Deviation of their wages.

Wages (in *000 rupees) : 10-20  20-30 30-40 40-50 50-60 60-70

Number of workers : 12 14 10 8 7 5
Solution : Calculation of Mean and Standard Deviation.
Wages| No.of |Midvalue| Deviations | Squares of | Product of| Product of
000) | Workers | (X) |fromAssumed| Deviations | frequency |frequency &
o & squares of
3] mean (X-A) (@) | Deviation | deviations
(d) (fd) (P
10-20 12 15 | 3Y,=-3 9 -36 | 108
20-30| 14 25 | 20,=-2 4 -28 56
10/ _ _
30-40| 10 35 % o=-1 1 10 | 10
0/ _
4050 8 45 97 =0 0 0 0
10/ —
50-60 7 55 1o=1 1 7 7
60-70| 5 65 20/ 0=2 4 10 20
=f = N=56 zfd=—57 xfd? = 201
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n,(o} +d})+n,(o} +dj)

n,+n,

Combined Standard Deviation (c,,) = J

where, n, = Number of observations in 1st group,
n, = Number of Observations in 2nd group,

o? = Square of SD of 1st group,
o2 = Square of SD of 2nd group,

d, =X, -X,, (Difference between the Mean of 1st group
and their Combined Mean)
d, =X, —X,, (Difference between the Mean of 2nd group

and their Combined Mean)
IMustration-8

Given below the marks of students of SCS (Junior) College, Puri and BB (Junior)
College, Bhubaneswar :

Particulars BJB (Jr.) College, BBSR | SCS (Jr.)College, Puri
Numbers of students 755 690

Average marks in (Business

Mathematics & Statistics) 98 90

Standard Deviation 3 4

Calculate : (i) Combined Mean and (ii) Combined Standard Deviation.
Solution :

Calculation of Combined Mean and Combined Standard Deviation.
Given :

%, =98 %, =90

c,=30,=4

n, =755, n, =690
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(c) Standard Deviation is independent of change of origin :

Standard Deviation of a series is not affected by the change of origin. Change
of origin means each item of a series is either increased or decreased by a constant
number. Here the resultant change of origin will not change the value of Standard

Deviation.
IMustration 10 :

Calculate the Standard Deviation of original group and new group if each item

of the original group is increased by 3.

Original Group (x,) = 3 5
New Group (x,) = 6 8 10
Solution :
Group 1 Deviation from Mean Squares of Deviations
(Original Group)
(x,) d) (d})
3 -2 4
5 0 0
7 +2 4
Yy x =15 > & =8
n =3
X, 15
Mean of Group 1 = Z I =—=5
]’ ( 1.633
Group 2 (New Group Dewviation from Mean Squares of Deviations
() @) ()
6 -2 E
8 0 0
10 2 4
Y x, =24 3.5 =8
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D% 24

=—=8

n, 3

’ d? 3
Standard Deviation of Group 2= 0, = zn 2= J; =1.633
2

Thus the Standard Deviation of both the groups are the same.

(d) Standard Deviation is dependent upon the change in scale. If each item of a
group of data is either multiplied on divided by a constant number, then the
value of Standard Deviation will either increase or decrease proportionately by
the same constant.

Mean of Group 2 =

INustration 11.
Calculate and compute the Standard Deviation of the original series and
new series if each item is decreased by 3 times in new series, from the following
data:

Series I Series I1
15 5
21 7
27 9
Solution :
x) | @ () () (d) ()
15 -6 36 5 -2 4
21 0 0 7 0 0
27 6 36 9 2 4
> x, =63 Ddi=72 2 x=121 > d2=8
xl—&=6—3=21 iz=zx2=£=7
n 3 n 3
’ 2 f d;, |8
o, = 2 1 _ 2:J2_4:4399 o, = 2 2=J:=1.633
n 3 n, 3
..o, is also decreased by one-third.
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(8)

(h)
12.7
(1)
(i)

(iii)
(iv)

V)

(i)

(i)
(iii)
(iv)

12.8

Variance can be calculated when standard deviation is known. R.A. Fisher
introduced variance for the first time.

Variance (v) = Square of Standard Deviation=o®.

v=°2's .'.6=J;'
Probable Error / Standard Error can be Calculated from Standard Deviation.
SEc/ PEo = 0.67450.
Merits and limitations of Standard Deviation :

Standard Deviation is the most ideal and largely used measure of dispersion.
Its merits are :

It is based on all the observations / items of the series.
It is rigidly defined.
It is amendable to further algebraic treatment.

It is the best measure of dispersion as the sum of the squares of deviations
from Arithmetic Mean is the lowest compared to the squares of deviations
taken from any other average.

It is not affected by fluctuations of sampling,

It is useful in further statistical analysis for calculating Skewness, correlation
analysis, regression analysis etc.

In spite of'its popularity, wide acceptability and higher degree of accuracy, it

is not free from flaws and limitations. The limitations of Standard Deviation are :
It is difficult to compute.

It cannot be computed in open end series.

It gives more weightage to extreme items and less weightage to those items
which are nearer to mean.

It is unable to compare two or more sets of data expressed in different unit of
measurement,

: Coefficient of Standard Deviation and Coefficient of Variation :
Standard Deviation is an absolute measure of dispersion like the formerly

discussed dispersions such as Range, Quartile Deviation and Mean Deviation.
Standard Deviation as an absolute measure is expressed in terms of the unit of
measurement of the original items. For example, for expressing the Standard Deviation
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of height and income or expenditure, centimeters/meters and rupees are used
respectively.

But to make the utility of Standard Deviation more meaningful, its relative
measures are used. The relative measures of Standard Deviation are used mostly in
comparative studies. These are :

(i) Coefficient of Standard Deviation
(i) Coefficient of Variation.

Coefficient of Standard Deviation = %, where

o = Standard Deviation and
% = Arithmetic Average of the series.

Coefficient of Variation is expressed as a percentage of the coefficient of
Standard Deviation It was developed by Karl Pearson :

(i) For comparing two or more groups of data, expressed in different units of
measurement,

(ii) For comparing data groups in the same unit of measurement, but where their
mean values differ widely.

(iii) Fortwo or more sets of data in same units of measurement having no difference
or insignificant difference in their mean values.

Coefficient of variation is computed as follows :

Coefficient of Variation (CV) = % x100

= Coefficient of standard deviation x100.

‘While comparing the variability between different distributions, the distribution
giving the minimum coefficient of variation is proved as less variable, more consistent,,
more uniform, more stable and more homogeneous and vice versa.

Coefficient of variation can also be applicable to compare the price trends in
stock and commodity markets.
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12.9 QUESTIONS:

1.

From the alternatives given below in each bit, choose and write the correct

answer alongwith its serial numbers.

(@)
(b)

(c)

(d)

(e)

H

(8)

Multiple choice questions :

Standard deviation of 3 and 4 is :

(i) 2 (i) 3.5 (iii) 1.5 @iv) 5
The concept of Standard Deviation was developed by :

(i) Croxtonand Cowden (ii) Karl Pearson

(iii) Lord Bowley (iv) Clark

Coefficient of Standard Deviation is the :

(i) Absolute measure of dispersion (ii) Relative measure of dispersion
(iii) Square root of variance (iv) Root-mean square deviation

Coefficient of variation is :
(o} a (9]
.« O . o %100 .
@ 2 (i) o* (i) T=x100 (i)
One of the following, which is not required to compute Combined Standard

Deviation is :

(i) Median (ii) Mean

(iii) Standard Deviation (iv) Number of items

The measure of dispersion suitable for studying fluctuations in share prices, is :
(i) Quartile Deviation (ii)) Mean Deviation

(iii) Range (iv) Standard Deviation

If each of the observations of a series is divided by 3, the Standard Deviation of
the new observations is :

1
1) —rdof the S.D. of the original observations
(')3dfthSD f'the original ob 1

(ii) 3 times of the S.D. of the original observations
(iii) 6 times of the S.D. of the original observations

(iv) Not changed.
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(h) Ifeach observation of a series is decreased by 5, then the standard deviation of
the new observations is :

(i) Decreased by 5 (ii) increased by 5
(iii) becomes 5 times of the S.D. of original observations (iv) Notchanged
(i) Therelationship between Mean Deviation and Standard Deviation is :
(i) 3MD=2SD (ii) 6MD=58D
(iii) S MD=4 SD (ivy MD= SD
(j) Standard error calculated from SD is equal to :
(i) 0.67450c (ii) 0.7654c  (iii) 0.5476c (iv) 0.06745c
Answer :(a) (iii); (b) (i); (c) (i); (d) (iii);
(e) (; (® @v); () (); (b) (iv);
(i) (iii); G) (D).
2. Fillin the gaps :
(@) is the best measure of dispersion.
(b) Standard Deviation is of the change of origin.
(c) SDis upon change in scale.
(d) Coefficient of variation is the of coefficient of Standard Deviation.
(e) The Standard Deviation of first ‘n’ natural numbers is
(f) Standard Deviation can only be calculated from
(g) SDis free from any defects suffered by measures of dispersion.
(h) S.D.is capable of algebraic treatment.

(i) When mean is 12, variance is 9, the coefficient of variation is

(j) Ifinaseries the coefficient of variations is 55.42%, and Mean is 46, the Standard
Deviation shall be

(k) Ifthe coefficient of variation of a series is 48.86 and its Standard Deviation is
24.43, the Arithmetic Mean shall be
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1

The higher the degree of variability, the is the consistency in the
value of variables.

Answer : (a) Standard Deviation, (b) independent, (c) dependent, (d) percentage

n?-1

(e) 12_

(f) Mean, (g) other, (h) further, (i) 25%, (j) 25.495, (k) 50, (1) lesser

3. Answer the following questions in one sentence each :

(@) Define standard deviation.

(b) Which measure of dispersion is known as the second moment of dispersion ?

(¢) Whatis coefficient of variation ?

(d) Why do we use coefficient of variation ?

(e) Which method of dispersion is considered as the best and why ?

(f) Give the mathematical formula for calculating combined standard deviation of
two groups.

(g) Define variance.

Answer :

(a) Standard Deviation is the square of the arithmetic mean of the squares of
deviations measured from Mean.

(b) Standard Deviation

(c) Coefficient of variation is a relative measure of standard deviation where it is
equal to %X 100 (expressed as percentage)

(d) Coefficient of variation is used for comparing two or more series.

(e) Standard deviation as a measure of dispersion is the best because it covers all

the items in the series and it takes into account the + signs of the deviations
from mean.
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()

(i)
(iii)
(iv)

Combined standard deviation =(o,,)

=JNIGIZ +N, (X, - %, )2 +N,0, +N,(X, - i12)2
N, +N,

Variance is the square of standard deviation (v) = o>

Express the following in one word/ term each :

The square of the standard deviation

Relative measure of standard deviation

The measure of dispersion always computed from Mean as the average.

The usually accepted measure of dispersion for studying relative effect.

Answer : (i) variance; (ii) coefficient of standard deviation; (iii) Standard deviation;

5,
(a)
(b)
(c)
(@
(e)
®
(8)
()
(1)
@)

(iv) coefficient of Standard Deviation or coefficient of variation.
Correct the underlined portion of the following sentences :

Mean Deviation is the best measure of dispersion.

Standard deviation can be calculated from any average.

The higher the coefficient of variation, the greater would be the consistency.
The lower the coefficient variation the lesser would be the consistency.
Variance can be calculated from mean deviation.

S.D. is affected by fluctuations of sampling,

SD can be applicable to measure pricing trend in stock markets.

Karl] Person first introduced variance.

R.A. Fisher firstused SD.

SD gives comparatively lesser importance to extreme items.

Answer : (a) Standard Deviation, (b) Arithmetic, (c) lesser (d) greater (e) standard

(f) not affected (g) C.V.,(h) S.D. (i) variance (j) greater.
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(a)
(b)
(c)
(@
(e)
®
(8)
(h)
(1)

(@)
(b)
(c)
(@
(e)

10.

11

Answer the following questions within 30 words each :
Name the methods of measuring dispersion.
State any two features of Standard Deviation.
Name the methods of relative measures of dispersion, and give their formulae.
What are coefficient of variation and variance ?
State the relationship between MD, SD and QD.
Find out the S.D of natural numbers from 1 to 50.
State any three merits of Standard Deviation.
State the differences between MD and SD.
Give any three demerits of Standard Deviation.
Answer the following questions within 50 words each :
Distinguish between MD and SD.
Give any three merits of standard deviation.
What do you mean by probable error ?
Why is standard deviation considered as the best measure of dispersion ?
State and explain the formula to compute combined Standard Deviation.
Group - C
Long Answers
Define dispersion. Explain the features of a good measure of dispersion.
What is Standard Deviation ? Discuss its merits and demerits.
Define Standard Deviation. Explain the properties of Standard Deviation.

The following table gives the weekly pocket expenditure of 100 students selected
atrandom. Calculate the Standard Deviation of their expenditure.

Expenditure (%) 60-62 62-64 64-66 66-68 68-70 70-72
Number of Students: 5 18 42 20 8 7

Answer: SD=% 2.42.
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12.

Calculate the Mean and Standard Deviation and Coefficient of SD from the
following distribution :

Age (Years) : 20-25 25-30 30-35 35-40 40-45 45-50
Number of Persons: 170 110 80 45 40 35

13.

Answer : Mean = 30.21, SD = 7.94, Coefficient of SD =0.263.

Calculate the Standard Deviation and Coefficient of variation from the following
data :

Value (%): 90-99 80-89 70-79 60-69 50-59 40-49 30-39
Number of Persons: 2 12 22 20 14 4 1

14,

Answer : Mean = 68.10, SD = 12.51, Coefficient of variation = 18.37%.

A consignment of 180 articles is classified according to the size of the articles
as under. Find the Standard Deviation and its Coefficient :

Size (Morethan): 90 80 70 60 50 40 30 20 10 O
Number of Articles: 0 5 14 34 65 110 150 170 176 180

15.

Answer : Mean = 45.222, SD = 16.83, Coefficient of SD =0.372.
From the following data, calculate the Standard Deviation and its Coefficient :

Size : 44-46 46-48 48-50  50-52 52-54
Frequency (f) : 3 24 27 21 5

16.

Answer : Mean =49.025, SD = 1.962, Coefficient of SD = 0.04.
Calculate SD and CV for the following distribution :

Class : 4-8 8-12 12-16 16-20 20-24 24-28 28-32 32-36 36-40
Frequency :11 13 16 14 14 9 17 6 4

Answer : SD=9.287, CV =46.62%.
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Appendix 1—Numerical Tables

TABLE 1 : LOGARITHMS

o |1tz |alal|ls|e]2]8 ]9t 2 3[s 5 6/7 8 9
10 || .0000| 6043 | 0086 | 0120 | 0170 | 6212 | 0253 | 0294 | 0334 [ 0374 [ 4 8 12[17 21 25(29 33 37|°
11 || 0414 | D453 | 0492 [ D531 | 0569 ( 0607 [ 0645 | 0682 | 0719 | D755 |4 & 1) |15 19 23|26 30 34
12 ||-0792 | 0828 | 0864 | U899 [ 0934 | 0969 | 1004 | 1038 | 1072 [ 1106 | 3 7 10|14 17 21|24 28 3]
13 || Ti3g| 1173'| 1206 | 1239 [ 1270 | 1303 1335 | 1367 | 1399 | 1430| 3 6 10[13 16 19|23 26 20
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18 || .2553 | 2577 | 260) | 2625 | 2648 | 2672 | 2695 [ 2718 | 2742 | 2765 (2 S 7|9 12 14|16 19 2]
19 || 2788 | 2810 | 2833 | 2856 | 2878 | 2900 | 2023 | 2945 | 2967 | 298¢ (2 4 7|9 11 13|16 18 20
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22 ||, 3424 3444 | 3464 | 3483 | 3502 | 3522 | 3541 | 3562 | 3579 | 3598 |2 4 & |8 1D 12|14 15 47
23 || 3617 | 3636 | 3655 | 3674 | 3692 | 3711 | 3729 | A747 | 3766 | 3784 |2 4 67 9 11|13 15 17
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26 ||.4150| 4166 | 4183 | 4200 | 4216 | 4232 | 4249 | 4265|4281 | 4208 |2 3 S [7 & 0] 13 15
27 || 4314 -4330 | 4346 | 4362 | 4378 | 4393 | 4400 | 4425 | 4440 4456 [2 3 5|6 8 9|11 13 14
28 (| 4472 | 4487 | 4502 | 4518 | 4533 | 4548 | 4564 | 4579 | 4594 (4609 |2 2 5|6 & 9 |Hl 12 14
29 ||.4624 | 4639 | 4654 | 4660 | 4683 | 4698 | 4713 | 4728 | 4742 | 4757 |1 3 4 (6 7 9 {10 12 13
30 || 4771 | 2786 | 4800 | 4814 | 4829 | 4843 | 4857 | 4871 | 4886 1 4900 (1 2 4 |6 7 9|10 11 13
31 [|.491a| 4928 | 49472 | 4955 | 4960 | 4983 | 4997 | 5011 | 5024 | 5038 |1 3 4 (& 7 ‘& [10 {1 12
32 [|..5051| 5065 | 5079 | 5002 | 5105 | 5119 | 5132 | 5145 | 5186 | 51721 23 4|5 7 8|9 11 12
A3 || .5185| 5198 | 5211 | 5224 | 5237 | 52350 | 5263 | 5276 | 5289 (5302 |1 3 4|5 6 & |9 (0 12
34 |[.5315| 5315 | 5340 | 5353 | 5366 | 5378 | 5391 | 5403 | 5416 | 5428 [ | 3 4|5 6 &[99 10 1
35 || 5441 | 5453 | 5465 | 5478 | 5490 | $502 ; 5514.| 5527 | 5539 | S50 |1 2 4|5 & 7|9 10 Il
36 |).5563 | 5575 | 5587 | 5599 | 3611 | 5623 | 5605 | 5647 | 5658 | S670 |1 2 4 |5 6 7 |® 10 1)
37 ||:5682| 5694 | 5705 | 5717 | 5729 | 5740 | 5752 | 5763 | 5775 | 5786 |4 2 3|S5 & 7|8 9 0
38 || 5798 | 5800 | 5821 | SR32 | S843 | SR55 | 5866 | SB77 | SBEE SR04 |1 2 3|5 6 7T|& ¢ In
39 (| .5911| 5922 | 3933 | 5944 | 5955 | 5966 | 5977 | SORR | SW0 | 60101 2 3|4 5 78R W Iy
40 ||..6021 | 6031 | 6042 | 6033 | 6065 | 6075 | GOBS | 6096 | 6107 | 611T|1 2 3|4 5 6|8 9 10
a1 || 6128| 6138 | 6149 | 6160 | 6170 | 6180 | 6191 | 6200 | 6212 [ 6222 (1 2 3|4 5 6|7 & 4
42 || s232 | 6243 | 6253 | 6263 | 6274 | 6784 | 6294 | 6304 | 6314|6325 1 2 3la 5 &|7 ® U
43 || 6335 6345 | 6355 | 6365 | 6375 1 6385 | 6395 | 8405 [ 6415 | 64251 2 3|4 5 el7 K 9
44 || 6435| 6444 | 6454 | 6465 | 6474 | 6484 | 6493 | 65D3 | 6513 | 6522 | 2 3|4 5 6 |7-8 9
45 || 6532| 6542 | G551 | 6561 | 6571 [ 65RO | 6590 | 6590 | 6609 | 6G1E | 2 314 5 6|7 H O
46 || 6628 | 6617 | 6646 | 6AS6 | BG5S | 6675 | GERY | 6AYA | ATO2 | ATI2 1 2 3|4 5 6|7 7 ¥
47 || .6721| 6730 | 6739 | 6749 | 675K | 6767 | 6776 | 6785 | 6704 | 6803 1 2 3 |4 S5 & |n 7 a<|
48 || OB12| 6821 | 6R3Y | 683U | B4R | GRS7 | 6BOH6 | ARTS | GEBY | 6RO |1 2 ¥ |4 4 S |6 7 8§
49 1 6902 6011 | 6M20 | 6928 | 6937 | 6M4a6 | 6YUSS | HBu6sd | 6972 | GYK] \I 2 314 4 5|6 T K
50 || 69900 6893 | 7007 | 7016 'nml TORZ | 7042 | T0S6 | 7059 | 7067 |7 2 3|3 4 56 T H‘
81 || 7076 7084 | 7093 | 7100 | 7100 | TIIR | 7126 | 7138 | Traa 7:53‘1 2 3lx a4 3la 7 oM
£ 7160 768 | 71770 TIRS 1 7493 | 322 ) 200, I2IR 0 FR26 [ J2¥5 | 1 220 4 5 06 77
[ 53 || 7243 735 l 7‘1:‘\91 7267‘ TAT5 ?Ehdl 492 I '.’”;(m: 7308 73lﬁ| 2 2|3 4 5 l 6 O 7 |
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TABLE Il : ANTILOGARITHMS
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1694
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2133

2183

2234

2286
2339
2393
24419
2506
2564
2624
1685
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TABLE II : ANTILOGARITHMS

0 i 2 k1 4 5 6 7 8 9 |1 3 3|14 3 6|7 & 9
S0 3162 ] 3170 3177 | 3184 | 3102 | 2109 | 3206 [ 3244 | 3221 [ 32281 1 23 4 a5 4 7
B1||-3236 | 3243 | 3251 | 3256 | 3266 | 3273 | 3230 [ 3289 | 3206 (34 |1 2 2|3 4 35 6 7
52 || 3311 | 3310 | 3327 | 3334 | 3342 | 3350 | V357 | 3365 | 373|341 2 2|3 4 S|5 6 7
53 || 3388 | 3396 | 3404 | 3412 | 3420 | 3428 | 3436 | 3443 | 3451 [ 34594 2 2|3 4 5|6 & 7
&4 || 3467 | 3475 | 3483 | 3491 [ 3499 | 3508 | 3516.| 3524 | 3532 | 3540|1 2 23 4 5|6 & 7
45 |1 3548 | 3556 | 3563 | 3573 | 3581 | 3589 [ 3597 | 3606 | AG14 [ 362201 2 2|3 4 S|e T 9
.-5'e.| 3631 | 3639 | 3648 | 3656 | 3664 | 3673 | 3881 | 38U | 3808|3071 2 3|3 4 S |6 T &
ST 3715 3724 | 3733 | 374) | 3750 | 3758 | 3767 | 3776 | 3784 | 3703 || 2 3|3 4 s|6 T 4
58 || 3802 | 3811 | 3810 | 3828| 3837 | 3846 | 3855 | 3864 | 3873|3882 (1 2 3|4 4 5|6 1 8
29 (|-3890| 3899 | 3508 | 3917 | 3926 | 3936 3945 | 3954 [ 3963 | 39721 2 3|4 5 S5|& 7 B
&0 || 3981 | 3990 | 3999 4009 | 4018 | 4027 | 4034 | 4046 | 4055 | <9064 |1 2 3|4 5 6|6 7 8
&1 (| 4074 | 4DR3 | 4093 | 4102 4111 (4121 (4030|4140 | 4150 | 41591 2 3|4 5§ & |7 & ©
62 || 4169 | 4178 | 4188 | 4108 | 4207 | 4217 (4227 | 4236 [ 4246 (4256 |1 2 2|4 § & |7 % 9
63 || 4266 | 4276 | 4285 | 4295 | 4305 | 4315 [ 4325 [ 4335 | 4345|4355 |1 20 3|4 5 6|7 & 9
64 || 4365 | @375 | 4385 | 4395 | 4306 | 4216 | 4476 | 4436 | 4446 | 4457|102 3|4 5 6|7 8 v
65 || 3867 | 4477 | 4487 | 4498 | 4508 | 4510 | 4529 [ 4530 | 4550 | 4860 |1 2 3|4 5 6|7 & 9
6 || 4571 | 4581 | 4502 | 4603 | 4613 | 4624 | 4634 | 4645 | 4656 (4667 |1 2 3|4 5§ & |7 o |0
67 || 4577 | 4688 | 4699 | 4710 [ 4721 | 4732 | 4742 | 4753 | 4764 | 47751 2 3|4 5 7[R 9 10
68 || 4786 | 4797 | 4808 | 4819 | 483) | 4842 | 4853 | 4864 | 4875 (4887 |t 2 3|4 6 T (® 9 0
49 |[ 4898 | 4009 | 4920 | 4932 | 4943 | 4955 | 4966.| 4977 | 4989 | 5000 |1 2 3|5 6 7 |¥ 9 l0
0 || 5012 | 5023 | 5035 | 5047 | 5058 | 5070 | 5082 [ 5003 [ 5705 | 5U7|1 2 4|5 & 7|% 9 4l
a1 || 5329 | 140 | SI52 | Si1B4 | 5176 | SISE | 5200 | 5212 | 5224 | 5236 |1 2 4|5 6 7 |® W0 1
772 || 5248 | 526D | 5272 | 5284 | 5207 | 5309 | 5321 (5333 | 5346 (5358 |1 2 4[5 & T[4 10 |1
J73||.5370 | 5383 | 5395 | 5408 | 5420 | 5433 | 5445 [ 5458 [ 5470 | 5483 |1 ¥ 4[5 6 # |9 f0 1
74 || 5495 | 5508 | 5521 | 5534 [ 5546 | 5559 | 5572 | 5385 [ S9R | Sal0|1 3 & |5 & R |9 104z
178 || 56523 | 5636 | 5549 | 5662 | 5675 | 5689 [ S70Z | 5715 (5728 | 5741 ) » 4[5 7 & |9 w2
76 || 5754 | 5768 | 5781 | 5794 | SRO8 | SB21 | 5834 | SB4B | SEGL | 5675 (1 3 4|5 7 8|9 11 12
77 || 5888 | 5002 | 5016 | 5929 | 5943 | 5957 | 5470 | 5984 | 5998 (6012 () 3 4|5 7 & [10 11 12
78 || 6026 | 6039 | K053 | 6067 | 6081 [ 6095 | G109 | 6124 | 4i38 (6152 () 3 a6 7 B |10 11 (3
79 || 6166 | 6180 | 6194 | 6200 | 6223 | 6237 | 6252 [ 6266, | 6281 | €205 | 1 3 4|6 7 911D 11 13
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84 || 6918 | 6934 | 6950 | 6966 | 6982 | §90% | 7015 | 7031 | 7047 | 7063 |2 3 S|€& B 0|11 |3 IS
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1. POWERS, ROOTS AND RECIPROCALS

|l A | | W | Gw | e | Y <

1 1 1 1 i 1162 2.154 4642 1

2 4 g 1414 1.260 4472 2714 5.848 5000

3 9 27 11732 |.442 5477 3107 6694 3333

4 16 64 2 1.587 6.325 3420 7.638 2500

5 25 125 2236 1.710 7.701 3684 7.937 2000

6 36 216 2.449 1817 1.746 3915 8434 1667

7 49 343 2.646 1913 8.361 4,121 8879 1329

8 64 512 2328 2.000 £.944 4,309 9.283 1250

9 81 729 31.000 2.080 9.487 4441 9,655 At
10 100 1000 3,162 2.154 10,0 4,642 10.000 1000
11 121 1331 3347 2124 10.488 4791 10:323 09091
12 144 1728 3464 2289 Inys4d |. 4932 10627 08333
13 1649 2197 3,606 2.351 11.402 5066 10,914 07692
14 196 1744 2742 2410 11.832 5192 11.187 07143
15 225 3375 3.873 2466 12.247 5302 11447 06667
I 256 4096 4.600 2.520 12:649 5429 11,696 06250
17 289 5913 4,123 2571 13.038 5.540 11935 05882
18 324 5832 4.243 2.62| 13416 S.646 12.164 05556
19 361 5859 4.359 2.66% 13.784 5749 12.386 05263
20 100 8000 4472 274 14.142 5.844 12.599 0500
21 441 9241 4583 2,759 14.491 5044 12808 104762
22 484 10648 4,690 2.802 14.832 6037 13.006 04545
23 529 12167 4,796 2.844 15.166 6.127 13:200 04348
24 576 13824 4.8%9 2844 15.492 6.214 13,389 04167
23 628 15625 5.000 2924 15.811 6.300 13.572 0400
26 676 17576 5.099 2962 16.125 6383 13.751 03846
27 729 15683 5,196 34000 16,432 6.463 13925 03704
8 784 21952 392 3037 16.733 6.542 14.095 03571
29 841 24389 5.385 172 17.029 6619 14.260 034438
30 900 27000 5477 117 17.321 6.694 14,422 03333
3 961 29791 5568 3141 17.607 6768 14581 03226
32 1024 32748 5457 3175 £7.889 6.840 14.736 03125
33 1089 35937 5.745 1204 18.166 6910 14,888 03030
kE! V56 39304 5.831 3240 18.439 6.980 15037 02941
35 1225 42475 5910 1371 18,708 7047 15.183 02857
36 1296 366506 6000 3132 12974 7014 15,326 02778
37 1369 50653 6083 3337 19235 7074 154467 2703
kY 1444 S4RT2 i | 3562 19 494 7.243 15,605 (12632
3 1521 3931w 6.245 39 19.748 7306 I574) 02564
40 1600 H4000 $.325 3420 200000 7368 I5 474 0250
41 Je% 68921 6403 348 20.248 7429 16,003 02439
42 1764 74088 6481 4T 20494 7449 16134 012381
43 1849 79507 6557 1303 20736 7548 16261 02326
EW 1936 85184 p613 A0 20976 7,606 16386 02173
45 2025 g1125 £ TOR TAS7 20213 7.663 15519 02222
A6 16 97336 6782 1583 21 448 7719 16R31 02174
47 2209 103823 6456 600 HAT9 2718 16.751 02128
48 2104 110592 697 RY RE 21009 TR 16,869 (12083
49 2401 117649 7000 1645y 2213k 7884 16985 N2041
50 2500 125000 7.071 2 684 22 361 7.937 17.100 020
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I1i. POWERS, ROOTS AND RECIPROCALS

2

3

!

. g o ' ¥a it o Y100m .
L1 2601 132651 7041 3 8 22 543 7990 17.213 01961
5 2704 [ 40608 7.211 1733 12804 HO41 17.325 011923
53 2800 |48877 7.280 3756 23,022 #4093 17 435 (1887
54 2916 157464 7 348 3 780 232348 B.143 17 544 01852
55 3025 166375 7416 V&3 Thgs? # 193 17 652 01818
56 1136 1756146 7483 3836 23664 §.243 17 758 01786
57 3249 | 1851493 7.530 1844 23875 R241 17 863 (1754
L1 3364 195112 1616 3871 24 083 §.340 17.967 01724
59 3481 205379 7681 3893 24,290 R 387 18.070 U1695
60 3600 216000 7746 3918 44095 8,434 18171 01667
61 3721 226981 7810 3938 24,698 8481 18.272 01639
62 3844 | 238328 7.874 3958 24.900 8527 18.37) 01613
63 3969 | 250047 7.937 3979 25.100 8573 18.469 01587
64 4096 | 262144 8.000 1000 25,298 2618 18.566 01562
65 4225 | 274625 2.062 4021 25405 8.662 18.663 11538
66 4356 | 287496 8124 4.041 25690 8707 18758 01515
67 4489 | 300763 8.185 4.062 25884 8750 18.852 01493
68 4624 | 314432 2.246 4.082 26077 B.794 18.945 471
69 4761 328509 8.307 4.102 26.268 8.817 19038 N144%
70 4900 | 343000 8.367 4.121 26458 8879 19129 01429
7l 5041 357011 8426 4,141 26,646 $.921 19.220 01408
72 5184 | 373248 8.485 4,460 26.833 8.963 19.3190 01389
73 5329 | 389017 8544 4179 27.019 8.004 19.399 01370
74 5476 | 405224 8.602 4.198 27.203 Y045 19.487 01351
5 5625 | 421875 8.660 4.217 27386 9.086 19.574 01333
76 5776 | 438976 R7I18 4,236 27568 9.126 19.661 01314
77 5920 | 456533 8175 4.254 27 740 9.166 19.747 01299
kil 6084 | 474552 .32 4273 27.928 9.205 19.832 01282
79 6241 | 493039 R.883 429) 28107 9.244 19916 01266
80 6400 | 512000 8.944 4309 28.284 9.283 20,000 01250
81 6561 | 531441 9.000 4327 18,460 B3 | 20.083 01235
82 6724 | 551368 9058 4344 28 A36 9.360 20.165 201220
£3 6889 | 571787 g0 4362 28810 9.398 20.247 01208
24 7056 | 592704 9,165 4,380 28483 9435 20328 01190
85 7225 | 614125 9.220 4397 29,1585 9.473 20 408 V1176
86 7396 | 636056 9274 4414 29.326 9510 20.488 n1163
87 7569 | 658503 9.327 4431 29.496 9.546 20.567 01149
28 7744 | 6R1472 9.381 4.448 29.665 9.583 20.646 01136
89 7921 704969 9.434 4465 79833 9.619 20.724 0124
90 B100 | 729000 9487 4.481 30,000 9.655 20801 01111
91 8281 | 75357% 9538 4498 30.166 9,691 20878 01099
92 8464 | 778688 9592 4514 303z 9.726 20.954 1087
93 8649 | B04357 9 fd4 4531 30 496 9.761 21.029 01075
04 8836 | 830584 9 /95 4547 30.659 9796 21,105 01064
93 9025 | 857375 9747 4,563 30.822 9.830 21179 01053
96 9216 | 484736 9,798 4579 30984 9865 21.253 01042
97 0408 | 912673 4849 1.595. 31145 2,899 21.327 01031
98 o604 | 941192 9,899 4610 31.308 9033 21.400 01020
99 9801 970299 9509 4626 31 464 9.067 21.472 01010

100 o0n | 1000000 10,000 4 h42 31623 10.000 21.544 4100
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