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~ Abstract— Mobile wireless networks with intermittent connec-  software patch over multiple devices, in spite of the dituep
tivity, often called Delay/Disruption Tolerant Networks (DTNs), nature and intermittent connectivity of tactical MANETS.
have recently received a lot of attention because of their ap- Routing in a DTN is challenging because conventional

plicability in various applications, including multicasting. To .
overcome intermittent connectivity, DTN routing protocols utiize MANET protocols can withstand only very short term path

mobility-assist routing by letting the nodes carry and forward the ~ interruptions; they systematically fail when the netwotéys
data. In this paper, we study the scalability of DTN multicast disconnected for a prolonged time. In favorable motion ¢ond
routing. As Gupta and Kumar showed that unicast routing is tions, DTN routing protocols can overcome such intermitten
not scalable, recent reports on multicast routing also showed connectivity by exploiting amobility-assist routingstrategy:

that the use of a multicast tree results in a poor scaling behavior. d . kets. hold th in st d it f
However, Grossglauser and Tse showed that in delay tolerant NOUES r€Ceive packets, no em In storage, and wait tor

applications, the unicast routing overhead can be relaxed using OPPortunities to transfer stored packets to remote nodlése |
the two-hop relay routing where a source forwards packets to characteristics of a network (e.g., node mobility and taffi

relay nodes and the relay nodes in turn deliver packets to pattern) are known in advance, we can desjgrdictive
the destination via mobility, thus achieving a perfect scaling pTN unicast/multicast routing algorithms that efficientute

behavior of ©(1). Inspired by this result, we seek to improve . . L
the throughput bound of wireless multicast in a delay tolerant packets over éme-varying connectivitgraph [11], [27], [26].

setting using mobility-assist routing. In this paper, we propose In practice, however, only limited information is availabl
RelayCast, a routing scheme that extends the two-hop relay about network connectivity as a function of time. In view
algorithm in the multicast scenario. Given that there are ns of this, researchers have investigated meaningful mubilit
sources ‘lstaCh hOfv\\;vThCht ';afsog'atfd Wr']md ﬁ”g"”:hdestﬂ?a“oﬁs’ , statistics that allow one to make a better routing decisiahs
Sggerfzgus”dso‘?@(mﬁl(lvi? )?-nggyCagst ?S etzheneeXtecr)]légedpt% as encounter history [19]. In addition, rgdundancy gnqr@di
delay tolerant coalition networks where multiple domains exist, t€chniques have been used to further improve reliability an
and nodes communicate with other nodes in different domains reduce latency of DTN routing [24].
via gateways due to security concerns and policy reasons. We Scalability is a very important metric when designing a
qunc: th((:a thtroug(ljnput anfl tdhel?ytrfca"n'g properties cl)fjn:er-gomajn routing protocol both in MANETSs and in DTNs. For unicast,
elayCast and repor a ere Is an optmal Inter-domain H ; H ; H
netw%rking configuPation that achieves the sgme scaling behavior the scaling behavior is well understood. In their Sg_mlnal
as single domain multicast. work, Gupta and Kumar [7] showed that the scalability of
wireless multi-hop routings limited; in fact, in a wireless
network withn static nodes, each engaged in a data transfer
to a random destination the per-node throughput decays as
Protocols that can withstand intermittent connectivit(1//nlogn).} Realizing that the increasing hop length of
caused by mobility and low node density, often called Dex path is the key limiting factor when the number of nodes
lay Tolerant Network (DTN) Protocols, are becoming inincreases, Grossglauser and Tse [6] showed that undermando
creasingly important in disruptive Mobile Ad Hoc Networkmobility assumptions, a two-hop relay routing strategy, a
(MANET) scenarios such as inter-vehicle communicationsjobility-assisted routing protocol that exploits molyiliand
pocket switchegbersonal networking among pedestrians, tacarry-forward to reduce number of hops can achiéd)
tical communications in the battlefield and disaster repovethroughput per node, thus exhibiting a perfect scaling biena
operations. In those scenarios, there has been a growihgwever, the throughput improvement comes at the cost of
interest in DTN multicast protocols that enable distribntbf increased delay. This result has been followed by a flurry of
situational data to multiple receivers, such as real-tiraffic research activities that tried to characterize the detaAcity
information reporting, diffusion of participatory senstata, or relationship as a function of node mobility [4], [20], [23].
Due to the increased end-to-end delay, the need to buffer the
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packets until delivery to destination has prompted theystfd the number of gateways per domain scalesnas=
the impact of finite node buffers on performance [8]. O(gk), the throughput of inter-domain RelayCast per
The scaling throughput properties in static wireless net- multicast source i€ (min(mA, ;L"ZHA)) and the average

works were recently generglized also to multicast and broad delay of inter-domain RelayCSasdt i (max( 128 na oy

cast [22], [18], [25]. Assuming that there ang sources each loggs nedlogd | nonq loggy) m

of which is associated with; random destinations and that A kmA kg A .

the packets are delivered on multicast trees, the thrOUthuT's ptapert'5|g?|1féc]algtly extggd; Ougl elar“(tarl worli on DTN
; ; N .~ multicast routing , by considering delay tolerant dah

per multicast source @(”s\/logn \/"7)' The penalty of using networks. The rest of the paper is organized as follows. In

a multicast tree is high; namely, it corresponds to a facfor 8octi .
.__Section Il, we present the network model. In Section Ill, we
v/ng throughput decrement. When the number of multicast

receivers is above a threshold valuetffn/ log n), multicast- Compute the throughput and delay of RelayCast and compare

. . \ . it with conventional multicast. In Section IV, we present
ing scales as network wide broadcasting. Thus, its throuigh L : ' .
becomesd(1/n,) [13]. This follows from the fact that abovthe throughput and delay of inter-domain RelayCast in delay

the threshold the multicast protocol can fully benefit frdre t tolerant coalition networks. Finally, we present the casitin

wireless broadcasting effects [13]. In Section V1.

Our goal is to improve the throughput bound of wireless II. NETWORK MODEL
multicast using a mobility-assist routing algorithm. Ndyne ) ) ) L )
we propose RelayCast, a routing scheme that extends th&h this section, we review communication model and traffic
Grossglauser and Tse's two-hop relay strategy by requiriRgtterns, define throughput and delay, and introduce a simpl
that a relay node be responsible for delivering packetsthre mobility model all of which will lead to represent a DTN in
to each multicast receiver. This extended protocol is aealy 9€neral. ,
under the assumption that inter-contact time of an arlyitrar COMMunication Model and Traffic PatterngVe use the
pair of nodes follows an exponential distribution with rat@rotocol model to abstract interference between transoniss

\. We compare throughput and delay properties of Relal/]- Suppose that nodetransmits to nodg. Nodej receives
Cast with those of conventional multicast. We then extert§€ transmission successfully if every other node thattrars
our single domain DTN multicast analysis to multi-coalitio Simultaneously is at a distance of at legst:- A)r(n) from
environments where a node in one domain communicatedvhere A is some positive number ane(n) is the radio
with other nodes in different domains via its own gateway@nge. In the networkp, nodes are randomly selected as
that are capable of communicating with other gateways multlcas_t sources_and each of the_se sources is associdted wi
different domains [2]. In our scenario, inter-domain te@i "¢ Multicast receivers, thus making a total ®fnq source-
delivered over a virtual mobile DTN backbone of gatewa)gestlnatlon pairs in the system. In_the coalition en\_/|r0nme
using RelayCast. In favorable mobility conditions, Relagc W€ assume that there are domains each of which has
offers two main benefits: it improves throughput scalapility Members andn gateways that have the same mobility
with increasing number of nodes, and; it provides reliapRAtt€rn as members. Each domain kassources each of
delivery even in DTN scenarios with intermittent conneiggiv  Which chooses! random domains and there agg random

The following is the preview of the key contributions of thiiestinations per domain (i.e:, = g,k sources, andq = gak
paper. destinations per source).

Definition of Throughput and DelayFor a given schedul-
algorithm 7, a throughputy > 0 is said to be feasi-

e/achievable if every node can send at a rateyobits

per seconds to its chosen destination. l#&t(n) denote

n2A the maximum feasible per-node throughput under scheduling

nsna = O(n) and @(nsgd) for the casen,nq = w(n), algorithm=. The delay of a packet in a network is the time for
or simply ©(min(n), 2-2)). The delay of RelayCast g packet to reach the destination after it leaves the soliete.
is @(max(k’g%, %bg—ﬁ)). For a DTN with A = D7(n) denote the average packet delay for a network with
©(1/n), the throughput and delay of RelayCast arsodes under scheduling algorithm Note that a scheduling
O(min(1, 7)) and©(max(nlog ng, nsnqlogng)) re- algorithm isstable if the rateT”(n) is satisfied by all users
spectively. We compare a throughput/delay of RelayCastich that one’s queue does not grow infinity; i.B7(n) is
with that of conventional multicast routing [22], [18]. bounded.

« Given that there ard: domains each of which hag Modeling Mobility DTN protocols leverage node mobility
members andn mobile gateways, inter-domain trafficas a means of data delivery, i.earry-and-forwardand thus,
patterns are defined as: each domain passources the performance mainly depends on the encounter pattern.
each of which choosed random domains and thereln this paper, we describe the mobility model using the
are g; random destinations per domain (i.e, = gsk pairwise inter-contact time, i.e., the time interval betwe
sources, andthy = ggqk destinations per source). Wetwo successive encounters of a pair of nodes. For analysis,
report the optimal inter-domain networking configurawe consider a class of random mobility models where each
tion that achieves the same scaling behavior as singlede independently makes decision on its movement, e.g.,
domain multicast; namely, the number of gateways &ach node independently chooses a randoettion(Random
©(gk) and radio range i©(1/+/gk). In general, when Direction). Groenevelt et al. showed that the inter-cantac

« We find the throughput upper bound of DTN multicast
routing and propose RelayCast, a two-hop relay bas
DTN multicast routing protocol. RelayCast achieves th
upper bound, namely throughput&(nA) for the case




stochastic process of these mobility models can be captussdle the radio range as= ©(1/,/n), a class of DTNs with
using an independent homogeneous Poisson process with & ©(1/n), we can achieve the throughput 6f(1) using
meeting rate) [5]. In other words, inter-contact time distri-the two-hop relay “unicast” routing protocol. We assume tha
butions of any pairs are exponentially distributed witrerat the network area is partitioned int@ non-overlapping cells
This concept can be generalized using heterogeneous meetiith sizes,, x s,, where we have,, = 1/+/n to have the node

rates with\;; for ¢,5 = 1,--- ,n. We present the following density per cellO(1).
theorem from [5] to provide a basis for estimating thealue In a coalition network, the total number of nodesnis=
for different mobility models. gk + mk wheregk is the number of member nodes andk

Theorem 1:Given that two nodes move randomly in as the number of gateways. Since gateways will not generate
1x1 unit area (k1m?) with the average speed, if the traffic, but simply relay packets, we assume that the total
transmission range < 1 and the position of a node at timenumber of nodes is: = gk. In Section IV, we will show
t + A is independent of its position at timefor small A, that the above arguments still hold under this assumptiors t
then the inter-contact time between two nodes is exporigntiacovering from single domain to multi-domain scenarios.
distributed with parametek = arv where « is a mobility In this paper, we slightly abuse the asymptotic notation for
model dependent constant. simplicity. For instance, when we denote that the throughpu

DTN Model We model an arbitrary DTN in a unit area ofper multicast source of RelayCast@{min(nA\, 7?27? ), this
(1x1) using the pairwise inter-contact rate= ©(rv) where statement is always true only whenscales withn. However,

r is radio range and is speed. We note that it is possiblevhen) is fixed, it is true only whem < 1/). This conditional
to map any delay tolerant network to a wireless network inrale applies to all asymptotic notations in this paper.

unit area by appropriately scaling the radio range and geera

speed. In our study, we consider two cases: (a) wheis lll. THROUGHPUT ANDDELAY OF DTN MULTICAST
given and fixed and (b) wheh scales according to andv. ROUTING

When )\ is given, Theorem 1 shows that the contact rate We derive the upper bound on the throughput of DTN mul-
is independent of the number of nodes. As shown later, thisast routing. We then proceed to present RelayCast, g2-ho
allows us to predict the performance of DTN as a function ¢élay-based DTN multicast routing protocol. We analyze the
the number of nodes in the network. However, increasing thegroughput and delay of RelayCast and show that RelayCast
number of nodes over a certain limit will reduce the effestivachieves the throughput upper bound. Finally, we compare th
capacity due to wireless interference. Also, the node amme throughput and delay of RelayCast with those of conventiona
will eventually change the connectivity of the network fronwireless multi-hop multicast.

a DTN state to a fully connected st&télhus, in order for . .

the network to remain in a delay tolerant state and maximize Multicast Throughput Upper Bound in DTNs

the throughput, the number of nodes should be bounded. Wd'he below theorem shows the throughput upper bound of
can identify this bound as follows. Assume that the nod€¥TN multicast routing where we have, multicast sources
are uniformly distributed on a unit square. The radio ranggdn, multicast receivers.

determines the number of simultaneous transmissionshaisdt Theorem 2:The throughput upper bound of DTN multicast
the network-wide aggregate throughput. Since the numberisf® (min(n, Tjifd)).

transmissions is approximately the same as the total nuaiber ~ Proof: We use a derivation that is similar to that in [7].
non-overlapping circles with radius that fills 1x1 area, the In the network,ns nodes are randomly selected as multicast
network-wide aggregate throughgfitis bounded byd(1/72?). sources and each of these sources is associated nyith
Therefore, the aggregate throughput can be expressedris temulticast receivers. Consider a itoriginating at a source.

of \:i.e., 7 < ©O(1/r?) = ©(1/)). For a DTN with the radio In our network setting, there are a constant number of nodes
ranger, the upper bound of the per-node throughput can e each celf The chance of transmission is equally shared by
maximized, when the number of nodes is in the same ordeinterfering nodes under the protocol model [14]. Thus, the
as the aggregate throughput, i.©(1/r?) = ©(n) and thus, minimum number of transmissions required to deliver abbit

r = ©(1/4/n). In this paper, we analyze more general scaling n, destinations i (n4), even with broadcasting effects.
behavior with the radio range @ (1//n). Under any scheduling algorithm, we neéfl(b) = Q(ng)

On the other hand, i scales with the node speed and thtransmissions to deliver a it For a given time slot, nodeen-
radio range (which are functions of the number of nodes), weunters a random node with probabilith. Considering the
have A = ©(rv). In this case, we scale the node speed baskderference, the node can transmit with probabitity/c. This
on the radio range such that the contact duration of two nodesnsmission opportunity is denoted as an indicator random
is constant as in [4], [23]. Unless otherwise mentioned, wariable S;. The total number of simultaneous transmissions
assume that the radio rangeris= O(1/4/n), and the speed is given asS = >~ Sj. Its expectation i€[S] = nE[S;] =
v =0(1/y/n) (thus,A = O(1/n)). We then can easily shown?)/c. Each source generates bits with ratg:). For a given
that the node density within one’s radio range is bounded pgriod 7, the total number of bits generated in the network
©(1). Note that Grossglauser and Tse showed that when wen,T(n)r. The total number of hops required to support

these bits during time intervat is n,7'(n)7H(b). This is

2A network is connected with high probability if its transnis range is
set to@(\/log n/n) [7]. Thus, for a given transmission range, we can find 3For a given contact, the number of interfering nodes is given a
the number of nodes that make the network connected. O(n/r?) = 0(1)




Phase 1: S—R; Phase 2: R;—{D4,D,,D3}

probability that/ sources choose a certain node as a destination
e is given as(™, ") p*(1—p)™=~1~*, and on average there will be
Source S /D‘f /G @ sources. Let, denote the total number of sources
o " competing for the limited resources including the sousce
1 *Dﬁ ‘va Then, we haven, = % + 1. Whenngng = O(n),
— \ we haven, = ©(1); and whennsng = w(n), we have
e Uu gi e n, = w(1). Assuming that each source equally shares the
overall transmission opportunities, this packet belongsat

Fig. 1. RelayCast DTN multicast based on 2-hop relay. Refagerfz sources with probability 1/n,. Here, we are interested in
deli'ver's a packet to éll the multicast receivers. Note trmimr'Di can aléo the event t_hat the recel_veltz_ is scheduled to r_ece've nods
be a relay node. packet at timef. Let an indicator random variabl&f; (At,n)
gnote this event. Sinc& can meet any of the relay nodes,

Relay Nodes

bounded by the total humber of feasible transmissions in tH

network during time interval that is 7S. Hence, we have We have:

TLST(TL)THZ(I)) < 7S§. By substitutinng(b) and S, we have Pr{Mi(At,n) = 1} 1)

T(n) < so—- and thusT'(n) = O(;5). The DTN multicast n

throughput is bounded by its unicast throughput, espgciall = Y Pr{nodej delivers a packet duringt}  (2)

when ngng < n. Since the unicast throughput is a special J=1,j7d;

case of multicast (i.ens = n andng = 1), the throughput is _ (n—1)AA¢ 3

given asO(n\). Thus, we havel'(n) = O(min(n), ;fnkd)). T e ®)
[ |

. ) ) Thus, the throughput is given as:
To contrast the multicast with the unicast, let us take the
E[M;(At,n)]  (n—1DAAt 1

number of source destination pairs to be the same in both Ty (n) = _ @)
case; i.e.nsng = n. We takeny = n'~¢ andn, = n¢ where : At Nngc At
0 <e< 1. Aslong asnsng = n is satisfied, the throughput {@(m), nsng = O(n)

()

is essentially the same as unicast throughput, @én\). As = o( 5P ), mnsng = w(n)
nsng h

e — 1 the multicast is the same as unicast whereas 0, it
becomes a delay tolerant broadcasting. The above cases can be simplified@@nin(n), 222)). m

. ; ; When the radio range is scaled appropriatei;fLSSTLLJdchﬁhat

B. Rel : 2-Hop Relay- DTN Mul R
elayCast Op Relay _based ulticast Routing O(1/+/n), (and thereforex = ©(1/n)), the throughput per
We present a DTN multicast protocol called RelayCaghrce is given a®(min(1, —2)). If the number of source-

whose operations are based on 2-hop relay DTN routing. FQlcsination pairs is less th7 e

. LR . ann, = O(n), the throughput per
each time slot a cell becomes active if it contains at least.,ticast source i©(1) as in two-hop relay where there are
pair of nodes that are within the radio range of each oth

; , %l-source destination communication pairs.
In each active cell, we randomly select a pair of nodes andrhaorem 4:The average delay of RelayCast is

perform either of the following operations. In Phase 1 (&b'a_ﬁ]gnax(log na nang logng
. A =B ).

the multicast source sends a new p_acket toa relay node. Proof- We find the average delay to deliver a packet to all

relay node could be one of the multicast receivers. In Phas%z

Deli if there | i ) hat h ved receivers. The relay node encounters the first receiver with
(Delivery), if there is a multicast receiver that has noetee r }e ngA. Since there are on averagge competing sources

a packet yet, a relay node delivers the packet. The over, the receiver. the avera :
e L \ ge rate is reduced t8/n,. Recall
procedure is illustrated in Figure 1. Note that a relay naaked thatn, = @==Uma 4 1 Whenn.ny, — O(n), we haven, —

separate queue for each multicast destination and regdicat o(1); and wWhenn.n w(n), we haven w(1). The
) shda = ’ r = .

incoming packet to each of the relay queues (hg.replicas). . : .
: X verage delay of the first encounter-fs;. After this, there
The"fe([)“ 3..The)\ thnr%ughput of RelayCast per mUItlcasgrend—l receivers waiting for the packd'et. By the memoryless
source isO(min(nA, 7550))- property, we can simply treat them as if they just begin. Thus
the average time to meet the second receiver is si@p%.

. sNd .
Proof: Consider a multicast stream: sour¢&and a set

of destinationsd; for i = 1,--- ng. The throughput per . : ) il
source isO(n)\) if each destinationd; can achieve®(n)), By repeating this process, we have:

which we will show in the following. During a small time _ Nz Uz oo D

\ , nall E[D] +o (6)
interval At, a random nodg encounters the destinatiaf naX  (na—1)A A

with probability A\At+o(At). In our network setting, there are Ne v 1

a constant numbek) of nodes in each cell under the protocol A 7
model. Since the chance of transmission is equally shared by = ]

interfering r_1_odes, nodgcan successfully deliver a packet with = % (log ng+v+0 (—)) (8)
the probabilityAAt/c. Recall that we have sources each of hd

which is associated with,; destinations chosen randomly. The = @(w) 9)
probability that a node chooses a random node as a destinatio A

is p = ng/n. We want to know how many sources out ofwherey is Euler’s constant. By replacing,, we haveD(n) =

ns — 1 will choose noded; as a destination as well. The@(max(l"g%, ”j—:‘dlog%)). Although the packet buffering at
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Fig. 2. Throughput scaling result comparison IV. THROUGHPUT ANDDELAY OF INTER-DOMAIN DTN

each node will incur additional delay in the end-to-end gela MULTICAST ROUTING

computation, the queueing delay only increases the averagén this section, we present an inter-domain DTN routing

delay of each step with a constant factor [17]. Thus, therord@odel and extend RelayCast to the inter-domain scenario.

of the average delay does not change. B We find the optimum configuration such as the number of
gateways and radio range that maximizes the throughput.
Finally, we report the throughput and delay scalabilityraér-

C. Comparison with Multi-hop Wireless Multicast Routing domain RelayCast.

We compare the throughput/delay scaling of conventiondl Inter-domain DTN Routing
multi-hop wireless multicast routing with that of Relay€as \ye assume that there afe domains each of which has
For this we first review the throughput scaling of multi-hop, embers andn mobile gateways. Due to heterogeneous
wireless multicast routing where the radip range scaleh W%rotocols, security concerns and policy reasons, a node tha
©(y/logn/n). The following theorem by Li et al. [18] showsyants to communicate with nodes in other domains must com-
the throughput of multi-hop v_wreless multicast routingn8ar  unicate via its own gateways [2]. Gateways from different
results have been reported in [22]. domains can communicate with one another. They form a

Theorem 5:The throughput per multicast source is uppeyirtual mobile DTN backbone to deliver inter-domain traffic.
bounded by© (n\/% ﬁTd) whenn, = O(i%) and by Like the single domain traffic pattern, we assume that each
o(:L) whennd:éQ( n_y. domain hasg, sources each of which choosésrandom

As sh in Th log n 5> the kev f fd .. domains, and there arg; random destinations per domain;
S shown in Theorem 2, the key factor of determining ns = gsk sources, ane, = gqk destinations per source.

the throughput upper bound is the number of transmissioggr’ a qi ; Lol :
. ) given domain, each gateway maintains a lisjofocal
(or hop count) (b) to deliver a bit. Du et al. [3] showed multicast receivers. Gateways do not generate traffic, biyt o

that the Euclidean distance of a minimum spanning tr : : :

covering ng nodes isO(y/ig), and thus, we have (b) — E(:é:rfc;m; ia?c):kztngoglwir(flng. Figure 3 shows an example with
O(y/ng/r(n)). Interestingly, if the number of receivers is ’ ' '
greater thanQ(.), multicast becomes a network-wideg |nter-domain RelayCast
broadcast whose throughput per nodedigl /n;) [13], [25]. . . .
In Figure 2, we summarize the throughput per node with We extend RelayCast to inter-domain DTN routing scenar-

ns = O(n) as a function of the number of multicast receiverd9S s follows. In each active cell, we randomly select a pair
Unlike conventional multi-hop wireless multicast routitge  ©f nodes and perform either of the following operations. In
throughput per node of RelayCast @{min(n, 7?272)); in Phase 1k(member—t(]2—_gateway), thedmult:ca;,th sour2c:e sends a
particular, when the radio range scales(—ﬁ(smin(f, L)), new packet to one of its gateway nodes. In Phase : _(gatewa}y-
: : NN to-gateway), the gateway now performs RelayCast: if there i
Le., A ; @él/")'h Since the gumlf)eFrQ cl)f s(?urces B = 3 gateway that belongs to one @éfdestination domains and
'(It)r(lg)t’h:oﬁ L rL(J)tugefl;l\toél)srofn((:)or(leveontiorfa’cll);nj;a?g1/r;lﬁl)lﬁcathat has not received a packet yet, the relay gateway d_s:liv_er
_ lg P ) P . P the packet. In Phase 3 (gateway-to-member), the destmatio
i © ( 55 7 ) Whenna = o(gg7). If the number of gateway delivers the packet to aj), multicast receivers in
receivers isig = (i, ), the throughput per node &(1/n).  its domain. The overall procedure is illustrated in Figure 4
The throughput per source of RelayCast is better than thatvafiere a source nod€ in domain 1 multicast packets to all
conventional multi-hop wireless multicast routing. Whee ththe members in domain 2 and domainS3first sends packets
number of receivers is; = ©(n), the throughput per node ofto its gateway’,, andG; performs RelayCast in the gateway
wireless broadcast is the same as that of RelayCast. Ndte tieckbone to deliver the packets® andGs. Then, bothGs
readers can also find the delay comparison in the extendedl G; perform RelayCast in their local domains and deliver
version of this paper [17]. received packets to its members.




Phase 1: Phase 2: Phase 3:

Member Galeway _ Galoway-Gateway  Gateway-Member decreases by factor df. When the number of domaing

increases, one has to putimes more gateways to sustain the

,,,,, ) same throughput.

’@ A source node may select its own domain as one of
@ the destination domains. In our scenario, the source node
Wombers still transfers packets to its gateways instead of perfogmi
@ intra-domain RelayCast among domain membdrecause

Source S in

Domain 1 @

N | that cannot improve the per-node throughput. Since theradi
e (&S () range is given a®)(1//gk) and constant contact duration is
Gateway of Domain 3 *@ assumed, the meeting rate is simply giverCd$ /gk). When

Wombers the number of gateways is greater than that of members, the

Fig. 4. Inter-domain DTN multicast routing example: Packetsfarwarded aggregate meeting rate of gateways is also greater than that
to gateways (Phase 1), those gateways perform inter-domeley@ast of members. Thus, from the throughput scaling standpdint, i

over the gateway backbone, delivering packets to gatewhyksdestination . -
domains (Phase 2), and the destination gateways perforar-domain Re- IS always beneficial to forward packets to the gateways under

layCast, delivering packets tg; local multicast receivers (Phase 3). this circumstance.
) ) ) ) ) o Note that the total number of nodes (members and gateways)
We first find the optimum configuration that maximize$, the network iSO (gk + mk). Grossglauser and Tse’s result
the throughput. This includes the number of gateways agfows that the network wide throughput is aB6gk + mk)
radio range. Like RelayCast, inter-domain RelayCast d&fsi \\here ©(gk) is the aggregate throughput of all members
the case of unicast routing to find such a configuration. The g ©(mk) is the aggregate throughput of all gateways. In
following theorem shows that we nedd(gk) gateways per oyr scenario, we can achieve such throughput scaling using
domain with radio range 0®(1/+/gk) to achieve®(1) per- Tpma scheduling: even slots are assigned to gateway-member
node throughput. _ o traffic, and odd slots are assigned to gateway-gatewayctraffi
Theorem 6:The per-node throughput is maximized whelRecall that constant slot time scheduling does not affect
the number of gateways per domain@gk), and the radio the throughput scaling. As there are a factor ofmore
range isO(1/v/gk). gateways, we need to use different radio range to schedule al
Proof: As shown in Theorem 3, the per-node throughpuhe gateways, name|@(1/m)) to maximize throughput.
of inter-domain unicast routing is mainly determined by thgiowever, there is no advantage of reducing the radio range
aggregated meeting rate between a member nodemandfrom ©(1/v/mk) to ©(1/,/gk). For a given domain, the
gateways, namel(m)\). Since we assume constant contagiggregate throughput 8(g), whereas that of one’s gateways
duration (i.e., radio range scales the same as node spked)id ©(¢k). The backbone utilization is onlyk/mk = 1/k. If
per-node throughput can be represented®ési?) wherer e simply user = ©(1/+/gk), the backbone is fully utilized.
is the radio range. Each domain hasnembers and there areas we will see, we can also reduce the average delay in Phase
k such domains (totajk traffic sources). As in two-hop relay, 2. Thus, we use the radio range ©f1//gk) for the rest of
we can maximize throughput by enforcity1) member node analysis.
in the contention domain. Moreover, there must be at leastTheorem 7:The throughput of inter-domain RelayCast per
(1) gateway to make Phase 1 and Phase 3 successful. W@ticast source i©) (min(mA, m2A )y
want to find the minimum number of gateways that aChiEVESWe provide a proof sketch Sgﬁd details can be found in
the maximum throughput. The inter-domain traffic causg$7]. The overall proof is quite similar to Theorem 3. The
wireless contention among nodes in different domains. Fréy difference is that we now perform inter-domain RelaytCas
instance, a node in a domain 1 that transmits a packet to (itthase 2) and intra-domain RelayCast (Phase 3). The average
gateway conflicts with another gateway in a domain 2 thatimber of competing sources per destination domain in Phase
delivers the packet to its local multicast receivers. Weusho 2 jsp, = ned/k. Moreover, each of,,, competing sources per
schedulgsk members such that we can maximize spatial reusgomain hasy, random receivers in the destination domain in
This happens when we set the radio range€ds/v/gk), Phase 3. For a given multicast receiver, thererare: n,gq/g
guaranteeing that there is only(1) member in the radio competing sources in the domain. Thus, the per-node through
range. Inter-domain communications require existencetof gyt is reduced by a factor 0®(n.ga/g) = O(nsna/m).
leastO(1) gateways within one’s radio range. The minimaye then find the average delay of inter-domain RelayCast by
number of gateways that satisfies this condition is given ggalyzing the delay in each phase.

O(gk). The per-node throughput linearly increases with the Theorem 8:The average delay of inter-domain RelayCast

number of gateways per domain, and the maximum throughpy@(max(bi# + bg%’ %dlfxd %log% ).

is achieved withm = ©(gk). u The average delay is the sum of delays in three phases.
The results show that we neéd times more gateways, The delay of Phase 1 is to deliver a packet to one of the

namely m = ©(gk) per domain to achieve the maximumm gateway nodes and thus, it is sSimply{Dpi] = - In

throughput. Given that the number of members per doman the second phase, the gateway must deliver the packét to

fixed, the number of gateways linearly scales with the numbegstination domains. There will be, competing sources to

of domains. This is due to the fact that as the number af destination domain, but unlike single domain RelayCast,

domains increases, the overall system scales down as wellwe now havem gateways in the destination domain: the

particular, as\ = r? = gik, one’s contact rate to its gatewaygacket can be delivered to any one of the gateways.
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Considering this fact, we use the arguments in Theorem 4 ac@mpare the results with On-Demand Multicast Routing Pro-
find E[Dpy] = 2 Y04 1 — ©(“elognd) The average delay tocol (ODMRP), a well-known multi-hop wireless multicast

mX £ai=17

of Phase 3 is the same as RelayCast, except that the nungisetocol [15]. For ODMRP, we set the refresh interval to be
of conflicting sources is now,. = *:4; i.e, E[Dps] = 3 seconds and the forwarder's lifetime to be 9 seconds. For

@(maX(longd’ ne liggd))_ Since Phase 2 and Phase 3 happérr\,ter—contact time measurement, the duration of a sinardati
concurrently, for delay calculation we only need to considéS 100,000 seconds; for RelayCast performance measurement
the last domain that has received the packet from the soul¥@ run simulation for 40,000 seconds. Reported results are
gateway. Thus, the average delay is simply the sum of averdje averages of 50 runs with different random seeds and are
delays in three phases as shown in the above theorem. ReaBE§gented with the 95% confidence interval.
can find dv_atails of th_e proof in [17]. B. Results

In our inter-domain DTN model, a member node can
communicate with other nodes in different domains only tda i
own gateways. Theorem 6 shows that this restriction requir%
us to increase the number of gateways per domain propotktio
to the number of domains & gk). If we relax this restriction,

We measure the per-node throughput by increasing the CBR
affic rate (i.e., packets/sec). The size of a packet is B500
usse et al. showed that the channel utilization of 802.11b
with a packet of size 1500B is 70% (denotedgs[9]. For
we can reduce the number of gateways@ég), yet stil a given bandwidthB, the effective bandwidth is given as
achieve the same scaling behavior. Since a()n)ode can acc%%s: B.u' In Theorem 3, we showed that the throughput per
SRurce is©(nA). In other words, a node encounters another

gateways of other domains, the total number of accessi . o )
gateways in the network i®(gk). When we have the radio node with raten\, which is a renewal process with the mean

; 1 . :
range of©(1/+/gk), there will beO(1) gateway in the radio inter-renewal interval of.. For a given contact durathl?c,
range. Thus, we can achieve the same scaling behavior Wit ofde can trandsf<|er ?]n av_erag?Be. We udse a viry ilmpleh
O(g) gateways per domain. Given that we have limited numb erference model where Interference reduces the thypugh.
of gateways per domain, it is very important to allow membe a cpnstant factor, and the frequen_cy of interference is
to communicate with other gateways in different domains. eroportlonal to the .”””?ber of nodes in the network. The
practice, network-wide relaxation may not be feasible due verage throughput is given as\D.B.l, wherel, denotes

heterogeneous protocols/devices, security concerngaiay kn% di%reethcr)g mtherfetrgggli Sgglse?hgor?e;'bglrog\; r\:\cl)%ev_?m:rtgases
reasons, but relaxation within an organization hierarctay m Whow ughpu u '

be possible, which will greatly help capacity provisioniofy Vn\:hf‘t? thﬂe 'Sivars'ir:]g,:(ha Sr?ut(/?/erlih?ft S?”ﬁ; Eqaﬁkztﬁ itol .
the mobile DTN backbone in the coalition environments. ulticast recevers € network. 1 -a rando ode IS a pure

relay node (not a multicast receiver), it can fully utilizs i
V. SIMULATIONS contact period delivering packets to the encounter receive
However, in our case, every node other than the source is
We present the throughput and delay of RelayCast usipgth a relay node as well as a multicast receiver and thus, the
QualNet v3.9.5, a packet level network simulator. We defefandwidth is fairly shared by incoming and relaying traffic.
the evaluation of inter-domain RelayCast as part of ourrututnys, the average throughput is givenasD,. B.I,, /2. In our
work. simulations, the mean inter-contact time is given as 13%4.0
and 924.08s for the speed of 20m/s and 30m/s respectively.
Figure 5 shows the measured throughput and analyticaltsesul
We use the random waypoint mobility model with 0 paus€he figure shows that the analytic throughput model matches
time and constant node speeds at 20m/s and 30m/s in a 50@@eH with the simulated results, but they slightly deviaterfi
x 5000m region. We use 802.11b with 250m transmissi@ach other as the number of nodes increases. We believe this
range and 2Mbps transmission rate and use a two-ray grogap can be reduced by using a more sophisticated interferenc
path-loss propagation model. We use the Multicast Constanbdel such as [21].
Bit Rate (MCBR) traffic in QualNet to measure the maximum We compare the scalability of RelayCast with that of
throughput. We vary the number of nodes from 10 to 100, a®DMRP. In particular, we evaluate the cases, < n where
warm up simulations for 10,000s. We implement RelayCaRelayCast can achieve the throughpu®dt ). We increase the
and compare its performance with analytical results. We alsumber of sources from 1 to 20 each of which has 5 random

A. Simulation Setup
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