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ABSTRACT
With increased interest in leveraging personal data collected from
24/7 mobile sensing for digital healthcare research, supporting user-
friendly consent to data collection for user privacy has also become
important. This work proposes PriviAware, a mobile app that pro-
motes flexible user consent to data collection with data exploration
and contextual filters that enable users to turn off data collection
based on time and places that are considered privacy-sensitive. We
conducted a user study (N = 58) to explore how users leverage data
exploration and contextual filter functions to explore and manage
their data and whether our system design helped users mitigate
their privacy concerns. Our findings indicate that offering fine-
grained control is a promising approach to raising users’ privacy
awareness under the dynamic nature of the pervasive sensing con-
text. We provide practical privacy-by-design guidelines for mobile
sensing research.

CCS CONCEPTS
•Human-centered computing→ Empirical studies in HCI;
Mobile devices.

KEYWORDS
Mobile Sensing Research, Sensor Data Collection, Usable Privacy

ACM Reference Format:
Hyunsoo Lee, Yugyeong Jung, Hei Yiu Law, Seolyeong Bae, and Uichin Lee.
2024. PriviAware: Exploring Data Visualization and Dynamic Privacy Con-
trol Support for Data Collection in Mobile Sensing Research. In Proceedings
of the CHI Conference on Human Factors in Computing Systems (CHI ’24),
May 11–16, 2024, Honolulu, HI, USA. ACM, New York, NY, USA, 17 pages.
https://doi.org/10.1145/3613904.3642815

∗Corresponding author

This work is licensed under a Creative Commons Attribution International
4.0 License.

CHI ’24, May 11–16, 2024, Honolulu, HI, USA
© 2024 Copyright held by the owner/author(s).
ACM ISBN 979-8-4007-0330-0/24/05
https://doi.org/10.1145/3613904.3642815

1 INTRODUCTION
Mobile sensing has been an intrinsic part of ubiquitous computing,
which has weaved itself into the fabric of our everyday life [83].
Recently, there has been a growing realization in academia that
everyday mobile phones, which passively collect and analyze be-
havioral sensor data 24/7, can contribute to understanding rela-
tionships between people’s daily behaviors and debilitating health
challenges (e.g., depression [57, 76]). Studies have shown that this
promising approach, also known as digital phenotyping, provides a
continuous and passive assessment of one’s behavior, mood, and
cognition by applying machine learning to physiological and bio-
metric data collected from smartphones and other personal digital
devices [30]. Thus far, most published studies that leverage mobile
sensing have focused on many behavioral issues and mental health,
such as schizophrenia [8], mood disorder [76], sleep disorder [73],
depression [68] and suicide prevention [37].

To assess one’s mental health status or identify the predictors of
mental health risks, acquiring data is the first part of mobile sensing
research. Generally, the study involves massive amounts of personal
data collection from smartphones and other digital wearables. For
example, various digital biomarkers that are being utilized in mobile
sensing research for mental health are geolocation, calls (outgo-
ing/incoming duration/timing), messages (length/timing), finger
taps (speed, number), phone status (WiFi, Bluetooth, battery charg-
ing, power on/off state), accelerometer, sleep, heart rate/variability,
app usage and so on [77, 82].

Due to such a passive and massive collection of user data and the
process of transforming one’s daily footage into health information
using artificial intelligence, data collection in mobile sensing is
riddled with ethical privacy and transparency issues. One novel
challenge posed by such mobile sensing research arises from its
passive sensing that collects and generates health-related infor-
mation outside the clinical setting. For example, while seemingly
mundane data generated within daily contexts can turn into pow-
erful indicators of mental functions (e.g., keystroke patterns [52]),
people do not ordinarily associate these data with healthcare and
thus are not necessarily protected by existing standards [22, 52].
Furthermore, data sources that are highly granular and indicative
of one’s social interactions (e.g., GPS, call/text logs) can increase
the likelihood of identifiability when combined with other personal
sensor readings (e.g., heart rate, accelerometer, WiFi data) [22, 40].
Protecting user data and ensuring privacy is especially critical in
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mobile sensing research because the sensitivity of behavioral and
mental health diagnoses and predictions may impact employment,
insurance, litigation, or other occasions [52]. Furthermore, collect-
ing every data trace generated by an individual leads to detailed
inferences about one’s private life (e.g., accelerometer data revealing
current activities [38], as well as surveillance of individuals).

Despite such concerns, recent studies have demonstrated that a
large number of participants involved in mobile sensing research
would often underestimate the severity of potential privacy threats
due to limited knowledge of sensor data and showed difficulty
recalling diverse types of sensor data and associating them with
potential privacy risks that can occur to them [40, 41, 64]. Studies
have pointed out that such lack of privacy awareness occurs due to
a lack of transparency in mobile sensing research [52, 61], as sensor
data collection and its processing are often not articulated or easily
examined by outsiders [52]. Since sensor data collection for mental
health research and its consequences are new and largely unknown
to participants, researchers should describe precisely to research
subjects what data is collected, how it is collected, and when it is
collected in the informed consent process. Researchers of relevant
studies have pointed out that future studies should actively explore
consent mechanisms that increase users’ privacy awareness and
support user-friendly consent to data collection in mobile sensing
contexts [40–42].

While such mobile sensing studies have called for further re-
search and discourse on how supporting technologies should be
designed and implemented to minimize the potential privacy risks
in mobile sensing, existing HCI studies have centered around per-
sonal data privacy in terms of mobile application usage and its
permission [46, 47, 84]. For example, prior studies have focused
on limited types of data privacy (e.g., social interaction and GPS)
for mobile application services rather than comprehensive mobile
sensor data collection for research purposes. Under this context,
simple notice (e.g., privacy policy visualization [24] or diversified
privacy notices [18, 31, 34, 35]), and partial user control in terms of
data sharing (usually per-app basis) have been suggested as a design
mechanism to increase user awareness to privacy threats and sup-
port users’ privacy decision making. Considering that individuals’
everyday footprints are being collected through mobile sensing for
mental health analysis regardless of their intentions, we find that
existing design approaches are relatively static and less engaging
to compensate for novel privacy threats due to continuous sensing.

To cope with such limitations, recent pervasive sensing studies
have suggested designing user-friendly consent mechanisms that
can support more fine-grained and flexible data collection options
so that they could selectively disable data collection in privacy-
sensitive contexts (e.g., visiting a hospital) [41]. Given that users
are generally inattentive to potential privacy threats due to a lack
of knowledge and transparency in mobile sensor data collection,
it also suggests a need for an explanatory feature that can inform
users of the diverse sensor data types [40]. This echoes arguments
from previous works on mobile sensing for mental health, which
claim that comprehension and voluntariness are challenges that
must not be overlooked across mental health applications for mobile
sensing research [52].

Considering this, we take a step forward and envision a sys-
tem design that supports flexible consent to sensor data collection

for mobile sensing research. In this study, we design and evaluate
PriviAware to explore the design space of the feasibility of privacy-
by-design for mobile dataset collection with context-aware privacy
support. A combination of data exploration and contextual filtering
informs participants of the overview of their personal data collec-
tion and its usage (i.e., data exploration) and supports participants
in proactively configuring their data collection consent based on
their contextual preferences (i.e., contextual filtering). We itera-
tively prototyped PriviAware and conducted an exploratory field
study with two different intervention groups (Group A: Data explo-
ration, Group B: Data exploration + Contextual filtering, N = 58) for
three weeks. After three weeks of the experiment, we investigated
user experiences of PriviAware with two different intervention
conditions.

Our in-depth investigation shows that participants from both
groups would report increased perceived privacy concerns and
awareness due to the data exploration feature. Furthermore, we
find that participants from group B, who were also provided with
contextual filtering, reported a sense of empowerment regarding
their privacy rights and actively leveraged the feature to manage
and protect their data in their daily lives. Our findings helped us to
explore several practical design directions, such as considering au-
tomated context-awareness support to reduce decision fatigue and
exploring and enabling data-driven actionable insights for personal
data management. Overall, our preliminary study explores a novel
design approach that supports participants’ consent to sensitive
data collection and responsible personal data management. To the
best of our knowledge, PriviAware is the first to explicitly visualize
and allow for contextual controls on what mobile sensing data is
being continuously shared with researchers and app developers.

The key contributions of our study are as follows:
• We present PriviAware, a mobile intervention app for pro-
moting participants’ proactive data collection consent and
privacy management within the mobile sensing context for
digital healthcare research. We aimed to create a more inclu-
sive and engaging user experience by designing the system
with transparent and detailed information on data collection
along with greater privacy empowerment. The system is
available at Github1

• We conducted the three-week deployment study in the wild,
which we consider a preliminary study that empirically
demonstrated that the visualization of sensor data improved
users’ privacy awareness, and contextual filtering improved
users’ perceived empowerment in mobile sensing contexts.

• We discussed design implications on how current consent
mechanisms can be improved and facilitated to increase
transparency and user empowerment in making privacy-
informed decisions.

2 BACKGROUND AND RELATEDWORK
2.1 Mobile Sensing Research and Privacy

Concerns
2.1.1 Personal data collection for mobile sensing research. Harness-
ing large-scalemobile data collected via 24/7 sensing for health-related

1https://github.com/Kaist-ICLab/PriviAware-App.git
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research has been one of the popular research topics in HCI and
ubiquitous computing. Collected sensor readings of the data can be
leveraged as behavioral biomarkers (e.g., sleep, physical activities)
that support the inference of an individual’s behavioral patterns for
diagnosis, treatment, and clinical support [71, 76]. This data-driven
approach, also known as digital phenotyping, has been actively
pursued to facilitate digital healthcare research. Notably, extensive
research has been done to explore the relationship between mobile
sensor data and one’s mental health, such as mood disorder [76],
depression [75, 76, 89], or stress [67, 79]. One representative exam-
ple of digital phenotyping studies is the StudentLife project, which
has demonstrated that smartphone sensor data, such as Bluetooth
and GPS logs, are associated with the stress level of college stu-
dents [81]. Saeb et al. discovered that mobile sensor data like GPS
or smartphone usage history could serve as behavioral markers for
depressive symptoms [66]. Another study found that accelerom-
eter sensor data collected from a smartphone keyboard is related
to the variation of mood and cognition [55]. Regarding physical
health, eHeart Study leverages smartphone heart rate, weight, sleep
patterns, and physical activity to analyze and predict heart-related
diseases [60, 80].

2.1.2 Privacy concerns in mobile sensor data collection. Despite the
novel opportunities that mobile sensing can offer, passive sensor
data collection often puts the participants’ privacy at stake. This is
because collecting such naturalistic data from one’s daily life be-
comes sensitive due to the diversity of personal data; e.g., biometric
data (e.g., heart rate), behavioral data (e.g., mobility), contexts (e.g.,
GPS location and timestamps), and extra user data (e.g., self-reports
about mood and stress). The ubiquitous nature of pervasive sensing
makes it challenging to protect user privacy because data can be
constantly collected.

Recent studies have explored privacy concerns in sensor data
collection from participants’ perspectives. For example, Rooksby et
al.’s study explored college students’ acceptability and privacy con-
cerns in digital phenotyping’s passive sensing for mental health and
well-being [64]. Similarly, Lee et al.’s study on university students’
perceived risks toward mobile and wearable sensor data collec-
tion for research purposes has revealed that participants’ privacy
concerns center around personal profiling (e.g., routine identifica-
tion), judgment on one’s traits, fear of surveillance, and potential
data abuse [40]. Such concerns on mobile sensing tend to grow
over time as combining multiple sensor streams enables the infer-
ence of detailed behavioral patterns and even re-identification of
anonymous data providers [53, 62]. For example, previous research
has indicated innocuous information (e.g., step counts) can also
cause privacy concerns when interconnected with different social
contexts [22].

While such privacy concerns exist, much of the prior work has
demonstrated that participants would compensate for their privacy
for several reasons. One primary reason is participants’ limited
understanding and incomplete mental models in sensor data col-
lection practices (e.g., data collection types, purposes, etc.) [40, 41].
For example, participants from mobile sensing research reported
difficulty understanding each sensor data and its association with
one’s mental health, rendering them to sacrifice their data [40]
easily. Participants would also outweigh financial compensation

than the value of their data, which is known as privacy-utility
trade-off [29, 40].

With such concerns and participant observations on their privacy-
decision-making call for more user-friendly privacy support, a large
body of existing sensing platforms and applications have primarily
focused on data encryption, a security method that allows data
encoding that can only be decoded with the correct encryption
key [7, 20, 27, 45, 74], while only a few offer user-friendly con-
sent [4] or provide userswith an option to suspend privacy-sensitive
data collection [28] (see Table 1). Given such limitations, we aimed
to design a system that allows for more user-centered control and
user-friendly and easy-to-understand guidance.

2.2 Usable privacy support for mobile sensing
research

2.2.1 HCI studies for usable privacy. While it has been observed
that people compromise their personal data protection due to the
knowledge disparity between researchers and participants, several
streams of HCI research have explored system design approaches
that inform users of potential privacy concerns and raise users’
privacy awareness. However, existing HCI studies have mainly fo-
cused on protecting mobile users’ privacy by leveraging mobile
application analysis [46, 47, 70] rather than sensor data collection
for research purposes. In terms of the design approach, these studies
have primarily suggested 1) notice on privacy-related information
to increase privacy awareness, or 2) control of data collection per-
missions based on privacy concerns.

As to notice-based designs, the systems aim to deliver diverse
privacy-related information to users, such as privacy policy, data
flow, and data permissions. Privacy-related data visualization has of-
ten been leveraged as a pervasive approach to raise user awareness.
For example, Emami et al.’s study proposed a visual representation
of privacy policies with the metaphor of the nutrition label to in-
crease users’ comprehensibility toward sensor data being collected
in IoT devices [19]. HappyPerMi visualizes the data flow of private
data collected in mobile applications and informs users how and
where the data will be shared [5]. Harbach et al.’s study proposed
a system design that offers a preview of private information that
becomes accessible when a user installs an app with a certain per-
mission condition [25]. Wilkinson et al.’s design probe varied the
granularity and type (i.e., data-centric or app-centric) of visualiza-
tion to help increase users’ understanding of data sharing practices
of mobile apps [85].

In terms of control of data collection, previous studies often sug-
gested system designs that offer permission control features. A
system suggested by Hazim et al. sends nudges to raise privacy
awareness and allows permission control (e.g., on/off) of data col-
lection [2]. As part of a privacy nudge that supports user control of
their mobile app permissions, Liu et al. [47] devised a Personalized
Privacy Assistant (PPA) that recommends the optimal permission

configuration based on user preferences. ProtectMyPrivacy (PMP)
leverages crowdsourced recommendation to offer app-specific pri-
vacy recommendations, which access users’ private data and protect
user privacy by substituting anonymized data in its place based on
users’ decision [1].
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Sensing platform Privacy-related features Reference

CARP Using built-in privacy data transformation to obfuscate data points when data is collected [7]

AndWellness Personal or private information is transferred using end-to-end data encryption [27]

AWARE Obfuscate and encrypt data by applying a one-way hashing of logged personal identifiers [20]

Beiwe Personal identifiable information undergoes hashing, and all data is encrypted [74]

Ohmage Enable to view or delete users’ data, change privacy states of users’ responses [72]

HealthOS Using Key Policy Attribute Based Encryption (KP-ABE) to combine access control and data
encryption

[45]

mCelebrum Using one-way hashing of sensitive data and options to suspend data collection from specific
sensors

[28]

ResearchKit Providing consent in a user-friendly manner [4]

Table 1: Mobile sensing platforms and their privacy-related features

Since contextual information plays a vital role in privacy deci-
sions, several studies have attempted to consider users’ contexts.
For example, a large-scale field study with 131 participants was
conducted to analyze the contextuality behind user privacy deci-
sions to regulate a mobile app’s access to sensitive resources [84].
Similarly, a system design was developed to detect the purpose of
privacy-sensitive data access across mobile applications [16]. In
attempts to offer a greater sense of user control, the design and
implementation of proactive system-driven support have also been
introduced. For example, Shih et al. collected users’ contexts and
measured their privacy preferences in sharing their location and
activity information via ESM (Experience Sampling Method) [70].
TurtleGuard learns users’ app usage contexts and automatically
sets the data collection permission condition (i.e., always/when in
use/never) based upon users’ decision [78].

Although existing studies have covered the ground in terms
of designing usable privacy support, these studies have several
limitations: 1) the studies mainly focused on mobile app-specific
privacy concerns and decision making with limited data types (e.g.,
locations, calls/texts), which lacks an in-depth understanding of
user perceptions and privacy concerns toward extensive personal
data collection in mobile sensing, 2) control features are relatively
passive in terms of granting user control, as systems have often
provided users with system-driven privacy support (e.g., system
recommendation) that lacks proactive user involvement in making
informed privacy choices from an early stage of data collection,
rendering users to take only partial control of their data, and 3)
conventional approaches have often been criticized for abstract
or indiscriminate rejections to data collection without sufficient
articulation of data collection details (e.g., data types, data collection
purpose, data collection status) [11].

2.2.2 Consent Mechanism for User Privacy in Mobile Sensing Re-
search. While data collection and sharing practices are likely to ex-
pand as mobile/wearable sensor-enabled research and applications
increase, improving existing limitations of user privacy support
from previous studies and exploring design opportunities thatmight
better support users’ privacy decision-making under mobile sensing
contexts seem imperative. Given that users are often inattentive to
risk communication due to a lack of transparency in mobile sensing

research and limited knowledge in sensor data collection [40], there
has been a call for an early intervention that empowers users with
easy-to-understand data representations along with transparent in-
structions to help users make proactive informed decisions [40, 41].

Based on such research needs, improving and developing consent
has been suggested as one solution that brings more transparency
and grants more user autonomy in mobile sensing studies [49].
Current consent practice in pervasive computing for research as-
sumes participant consent for data collection only at the initial
stage [49, 50]. However, given the range of personal data accessible
frommobile devices for health-related research, such practice seems
to fall short of providing granular control that enables selective data
collection/disclosure based on a user’s needs or preferences (e.g.,
disabling GPS data collection when visiting private places) [41, 42].

As the EU’s General Data Protection Regulation (GDPR) requires
specific descriptions of collected data and its purposes, along with
providing participants an option to consent on a granular level
across the data collection cycle (e.g., consent (or not) separately to
each new data collection) [63], we consider our attempts to explore
the feasibility of a more usable and flexible consent mechanism as
a timely opportunity.

To better reflect the dynamic nature of mobile sensing, a type of
consent called dynamic consent was introduced to recent ubiquitous
computing studies. Dynamic consent is a type of informed consent
that has been originally discussed within the realm of biomedi-
cal research [15, 33]. Due to the research community’s large-scale
and long-term participant engagement for continuous data collec-
tion (e.g., biosamples and patient health records), the concept was
envisioned to support continuous, bi-directional, and interactive
communication between researchers and data providers (i.e., pa-
tients) via digital platforms [33, 42]. The crux of dynamic consent
lies in its transparency, as it enables interactive communication
between the participants and the system to help participants exer-
cise their full rights to their data by offering detailed explanations
of data collection and enabling participants to give/revoke their
consent to new projects or alter their consent preferences (e.g.,
access to data, selective data collection/disclosure) along the whole
research cycle (e.g., data collection and sharing) [15].
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From our knowledge, only a few studies have explored the ap-
plicability of dynamic consent in pervasive sensing scenarios, and
we deem these studies to be in the very initial stage. According to
Lee et al.’s scoping review on dynamic consent for pervasive health
research [42], only one study was directly related to the healthcare
context. In contrast, the other studies were rather related to discus-
sions on the feasibility of dynamic consent in pervasive computing.

Borrowing the key ideas of dynamic consent, we aimed to design
a system that supports fine-grained consent in the context of 24/7
mobile sensor data collection. The system supports the visualization
of collected data (i.e., data exploration), and users can dynamically
allow or withdraw the permissions of the sensor data collection in
a fine-grained manner (i.e., contextual filter). With our approach,
we aim to study how a behavior intervention system that leverages
data exploration and contextual filter-based design can bring more
transparency regarding mobile sensor data collection and guide
users to raise privacy awareness. Toward these goals, we set the
following research questions:

• RQ1: What are the user perceptions and perceived usability
of the PriviAware system?

• RQ2: Does PriviAware positively affect participants’ privacy
awareness, and how do data exploration and contextual fil-
tering influence participants’ behavior?

3 FORMATIVE STUDY
3.1 Method
We began with a formative study to understand privacy concerns of
mobile data collection and identify design requirements of systems
for user privacy in mobile sensing research. We recruited seven
participants (Female: 3, age: 𝑀 = 24.429, 𝑆𝐷 = 3.017) via the on-
line campus community board and Facebook. The formative study
consists of an online survey and focus group interview. Before the
formative study, we introduced the overview of the research (e.g., re-
search goal, data collection). As a first step, participants were given
a data sensitivity survey (see Table 2) that provided descriptions of
sixteen types of mobile sensor data that will be collected through a
mobile sensing platform in the user study [39], and they were asked
to rate their perceived level of comfort toward collecting each data
type (7-point Likert scale, 1: Highly Negative - 7: Highly Positive,
and N/A or don’t know). For the questionnaire, we utilized the data
sensitivity survey by referencing a prior study that measured the
perceived sensitivity of these data collection [40]. The survey was
performed to identify which data types are generally considered
privacy-sensitive among participants and also to figure out whether
the sensitivity level aligns with findings from previous studies on
users’ privacy concerns in mobile sensor data collection [32, 40, 41].
After the survey, a focus group interview was conducted to support
the findings from the survey. During the interview, participants
were asked to discuss the following topics: 1) privacy-sensitive data
types and contexts on mobile data collection and 2) system design
expectations for user privacy in mobile sensing research. Regarding
the second topic, participants were asked to draw how they wished
data types represented and other desired features that would help
explore the collected data. Participants explained and exchanged
their thoughts on ideal design features based on the drawings. The

interviews were recorded upon participants’ consent, and partic-
ipants’ responses were transcribed for thematic analysis. In the
following, we detail the major findings of the survey and focus
group interview. (Details of the survey questionnaire and interview
questions are included in supplementary materials.)

3.2 Result
3.2.1 Data types and contexts. From both the survey and the inter-
view, participants rated high levels of data sensitivity toward the
following: GPS, app usage activity, call logs, app notifications, texts
messages, and camera events. The most often-cited data type was
GPS. Participants were concerned that researchers might conjecture
their current status and whereabouts regarding GPS. P3 mentioned,
"It is difficult to know how often and where I meet my girlfriend, but
if my girlfriend joins the same experiment, such information can be
retrieved from clustering." In terms of app usage and app notifica-
tion, participants were worried that researchers could deduce the
characteristics of app usage activities as the name and usage history
enable its inference; for example, P2 noted, "If I always play games,
researchers might judge me as a person who always plays games,
and I hate it if they accuse me of playing games whenever I do not
work hard." Moreover, participants considered call logs and text
messages as a potential indicator of their interpersonal relation-
ships and social skills, although the collected data are encrypted
and only include meta-level information (e.g., number of phone
calls/text messages). P4 said, "The researchers will somehow know
how much social impact I have and my interpersonal relationship
from my call logs and text logs." Additionally, the trustworthiness of
the research team also affected participants’ privacy concerns. They
were doubtful and wished to confirm if researchers stick to IRB
regarding data collection and processing. As an example, P7 noted
camera event data: "The IRB document stated that only event types
and timestamps are recorded, not actual pictures taken. However, I’m
not sure if the researchers do follow that principle."

In terms of contexts, participants recalled privacy-sensitive con-
texts (e.g., time and location) in their daily lives. Reported privacy-
sensitive contexts varied significantly based on their social settings.
For example, participants generally wished for a pause in data col-
lection during nighttime at home as they considered the context
private. One interesting comment from a participant was that he
would intentionally change his persona depending on public/private
settings so that he is mindful of using his smartphone in public
contexts. P6 commented, "I think I’m a different person when I’m
just by myself or surrounded by others. That also affects how I use
my phone. For example, what types of apps I would use during the
daytime with others and what I would browse through during the
night when I’m just by myself would be different.”

3.2.2 Design expectations. Based on their privacy concerns, partici-
pants suggested several design expectations. Participants desired to
check how mobile sensor data was collected to clarify their privacy
awareness. Although detailed descriptions and lists of data types
were provided to participants, they still had curiosity and privacy
concerns toward data collection. To understand collected data intu-
itively, they suggested several visualization supports with drawings
(Fig 1). Rather than checking all log data in a tabular format, they
preferred aggregated information with a graphical representation.
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Data type Description Mean Median SD

GPS Location change (GPS signals) 1.43 1.00 0.49

App Usage Activity Installed app list and app use history 2.29 1.00 1.75

Phone Calls Call history (with encrypted contact number) 3.00 3.00 1.15

App Notification App notifications at notification bar 3.57 3.00 1.76

Text Message SMS/MMS history (with encrypted contact number) 3.71 4.00 1.67

Camera Event Type (picture/video), time of record 4.29 4.00 1.03

Wifi Nearby wireless signals (e.g., SSID, SNR) 4.43 5.00 2.26

Activity State Physical activity (run/walk/in-vehicle/...) 4.86 5.00 1.64

Key Distance Grid length, the time interval between input keys 5.14 5.00 0.99

Input Key Type Character type (Korean/English/special/etc.) 5.43 6.00 1.50

Keyboard Type Korean keyboard (chun-ji-in/qwerty/etc.) 5.43 6.00 1.50

Network Usage Data Network usage (Tx: transmitter, Rx: receiver) 5.57 6.00 1.29

Power Status Power on/off, screen on/off 6.00 6.00 0.94

Ringer Mode Normal/vibrate/silent 6.14 6.00 0.35

Charging State Charging/discharging 6.14 6.00 0.64

Battery Level Level of battery remained 6.29 6.00 0.40

Table 2: Privacy sensitivity score toward mobile data collection (1: Highly Negative, 7: Highly Positive)

Figure 1: Drawings from focus group interview about visualization support. Participants suggested several visualization
supports such as a bar graph (left), sensor data lists (middle), and icons with detailed explanations of each sensor data (right)

According to the sensor-specific data types (e.g., numerical, cate-
gorical, etc.), they draw diverse graphical representations to check
the aggregated data. For example, P1 illustrates an example of app
usage activity data: "I want to check when and what types of app I
used with these bar charts, rather than checking all detailed logs. I
think the summarized information is enough." On the other hand,
some participants wanted to see detailed data logs to secure their
trust in the research team. P7 stressed, "The most important thing
for me is whether the research team encrypted or anonymized data
as specified in the IRB documents. Therefore, I want to check some of
the raw data logs.

Furthermore, participants wanted to be able to control data col-
lection for privacy-sensitive contexts by themselves. Their privacy
concerns are greatly affected by time and place, so they wanted to
pause data collection if they were in a specific place or time range.
P5 mentioned, "I think it would be nice to remove the data when I am

in my home or to remove the data during nighttime." Adding to this,
P3 suggested adding on/off switches so that he can freely control
the context of data collection: "I want to make sure that GPS data is
collected only when I’m in a public context. It would be good to turn
on them from 9 AM to 6 PM, my working time.”

4 SYSTEM DESIGN
4.1 Method
To design and implement the system, we conducted three iterations
of prototyping. Three researchers conducted paper prototyping
of the initial design based on the formative study results. We in-
vited two graduate students with rich interface design experience
and explained our initial prototype. We described the reason be-
hind the design by introducing the significant findings in the focus
group interviews. They provided their opinions about whether the
initial prototype aligned with the participant’s expectations and
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design suggestions. Especially for the data exploration feature, we
summed participants’ drawings according to data types (e.g., nu-
merical, categorical, geographical). They discussed the advantages
and disadvantages of the proposed graphical representations for
each data type, finally making a consensus on the most suitable
one. After collecting feedback for improvement, we implemented
a mobile application as the second prototype. To explore its feasi-
bility and usability in an in-the-wild data collection environment,
we conducted a pilot test with nine students (5 female; age: 𝑀 =
24.43, 𝑆𝐷 = 3.02). They installed the mobile application on their
smartphones, tested them for one week, and provided feedback
regarding usability issues and design improvements. Finally, three
of the authors summed up the feedback and implemented a final
system, PriviAware. In the following, we describe the design com-
ponents of the system with major changes that occurred during
the prototyping process.

4.2 PriviAware System
PriviAware is a mobile intervention app for promoting participants’
proactive data collection consent and privacy management in a
mobile data collection environment (Fig 2). Based on the formative
study results, we set up two design goals for the system. First,
participants wanted to understand how their mobile sensor data
was collected to be aware of the privacy concerns regarding data
collection. Thus, the system provides visualization support tailored
to each sensor data type to raise privacy awareness. Second, they
desired to control the permission of privacy-sensitive data collection
contexts, such as specific times or locations. Our system enables
users to pause sensor data collection according to user-defined
filtering contexts, termed as contextual filtering. Users have two
options for setting the filtering conditions: they can entirely switch
on/off specific sensor data collection, or conditionally switch on/off
according to time and location.

Whenever users have potential privacy concerns, they can open
the app and sign in (Fig. 2a) and overview mobile data collection
status (Fig. 2b). To explore the privacy-sensitive data types with
higher priority, the system groups and displays six sensitive data
types (e.g., app usage history, phone calls, GPS, camera event, text
messages, and app notification) on the upper part of the page. Two
dots for each row correspond to two types of contextual filtering:
1) entirely on/off of specific sensors (left dot; purple as on and
gray as off) and 2) conditional on/off based on time and location
(right dot; purple as on and gray as off). Clicking the help icon ("?"
icon) for each row shows a description of the data type and contact
information of the researchers who can access the data so that users
can easily communicate with researchers when they have privacy
concerns regarding data collection (Fig. 2c).

Sensor data exploration for raising privacy awareness to-
ward mobile data collection PriviAware provides a graphical rep-
resentation according to each sensor data. When the users choose
specific sensor data types in Fig. 2b, the system supports visual-
ization of the selected data (Fig. 2d, Fig. 2e, Fig. 2f). Specific dates
and hours for data exploration can be selected on the ‘Date’ and
‘Hour’ pickers on the upper part of the page. The system provides
different graphical representations that can adequately show each
type of data: categorical data as a stacked bar chart (x-axis as hour,

y-axis as the number of rows, and the color encoding as type of
each category), numerical data as line chart (x-axis as hour, y-axis
as data values), and geographical data as map representations. Fig.
2d, Fig. 2e and Fig. 2f represent the examples of app usage history
along time and types of data, battery level along time, and GPS logs
on a map, respectively. Not only for the graphical representation
with aggregated information, the system also provides examples of
detailed data logs to ensure that the data is properly anonymized
and encrypted. When users tab the graphs, it shows the first five
rows of the collected data (Fig. 2g). While prototyping the graphical
representations, we first considered using unified bar charts for all
sensor data types; however, it was improved to the three types of
graphs reflecting the feedback from the first prototyping session.

Contextual filtering for fine-grained permission control
toward mobile data collection Based on insights obtained from
sensor data exploration, users can set filtering conditions for data
collection according to their privacy concerns. In a way that can
completely restrict a certain type of sensor data collection, the
system provides a full on/off feature of a sensor data type (upper-
right toggle button in Fig. 2d, Fig. 2e and Fig. 2f). However, switching
off a specific sensor can lead to a complete data loss for research,
so the system also supports a feature that allows users to pause
data collection only in privacy-sensitive contexts (e.g., time and
location). Pressing the ‘New filter’ button in Fig. 2d enables users
to make a new contextual filter (Fig. 2h). For the specific period to
pause data collection, users can turn on the ’Time’ toggle button
and set the period for filtering (e.g., do not collect my data from 7
PM to 10 PM). In addition, they can turn on the ’Location’ toggle
button and pin the specific location to pause data collection with
radius (e.g., do not collect my data within 150m of this pin). After
setting filtering conditions and tapping the ‘add’ button, a filtering
condition is added. According to users’ conditions, data filtering
(e.g., data deletion) is conducted periodically daily. The filtering
query is logged and applied to the database every day at 2 AM; then,
the data is deleted according to the contextual filtering queries. In
the initial prototype, the filtering condition was designed to set
only one for a sensor; however, the system was improved to set
multiple filtering conditions by reflecting feedback from pilot test
participants.

To secure the reliability and validity of data exploration and
contextual filtering features, we went through a one-week pilot
test to assess the system’s operation against our expectations. We
verified that the collected data was correctly visualized on the
system through manual downloads and plotting of raw data from
the database. We also checked that setting the contextual filtering
conditions is logged as query data; then, the queries were applied
to delete the raw data at a predefined time.

5 USER STUDY METHOD
We conducted a user study by deploying the PriviAware system
in an in-the-wild mobile sensor data collection environment for
three weeks. The main goal of our research is to investigate 1) the
perceived usability of the PriviAware system and 2) the effectiveness
of the PriviAware system on users’ privacy perception. To achieve
the second goal, we designed the study as follows.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 2: Major screenshots of PriviAware system. Starting from the upper left side, four images are about (a) Intro page of
PriviAware app (b) data type list page (c) popup for help button (d) visualization support for categorical data, and starting from
the lower left side contains images of (e) visualization support for numerical data (f) visualization support for geographical
data (g) popup for raw data example (h) contextual filtering setting

5.1 Study Design
Fig 3 describes the overall study design and procedure. We chose a
mixed design experiment (e.g., a mix of both between- and within-
subject factors) to analyze the effect of the PriviAware system on the
perceived level of privacy concerns and awareness. As the between-
subject factor, we chose contextual filtering. We initially considered

the comparison between conditions 1) without the PriviAware and
2) with the PriviAware (containing both data exploration and con-
textual filtering). However, we postulated that this approach can
result in the mixed effect of two features (i.e., comparing two condi-
tions includes the mixed impact of data exploration and contextual
filtering). Therefore, we divided the conditions into 1) PriviAware
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only with data exploration and 2) PriviAware with both data explo-
ration and contextual filtering to explore how contextual filtering
comes into play when it is combined with data exploration (i.e.,
visualization), which has been a well-known method for effective
delivery of privacy information to users [3, 10, 12]. We divided the
participants into Group A and Group B and provided the first and
second conditions of PriviAware, respectively. The within-subject
factor is time (especially for the week); we aimed to identify how
participants’ privacy concerns and awareness evolve as they transi-
tion from not using the system to using it. The dependent variable
is the perceived privacy concerns and awareness, and we quantified
the score based on the survey used in the prior study [40]. In the
survey, participants rated their perceived level of agreement against
each question based on a 7-point Likert scale (1: Highly Disagree -
7: Highly Agree, and N/A or don’t know). The survey items were
derived from prior studies in biomedical research [54, 56, 69] and a
widely-used scale from the field of information science [48, 87, 88].
The survey items are described in the following and detailed in
supplementary materials.

• Demographics: Participants’ age, gender, education
• Confidence in knowledge: Participants’ self-assessed confi-
dence and interest in their knowledge of the research context
(e.g., mobile sensor data collection) and privacy issues.

• Participation motive: Participation motive for the research
(i.e., financial compensation, interest in the research area,
and contribution to scientific research)

• Risk-benefit assessment of open dataset collection: Partici-
pants’ attitudes toward perceived risks (e.g., privacy threats)
and benefits (e.g., scientific contribution) [56, 69]

• Perceived level of privacy concerns: Participants’ level of
concerns toward perceived surveillance, perceived intrusion,
secondary use of personal information, prior behavior ex-
periences, and behavioral intentions in the mobile dataset
collection and public release ([87, 88])

• Level of trust: Participants’ assessment of their level of re-
searchers and overall research process (e.g., data processing)
([48])

5.2 Participants
We recruited 58 participants (26 female, age:𝑀 = 22.59, 𝑆𝐷 = 4.19)
from an online campus community board and Facebook. Partici-
pants consist of 30 undergraduate students, five graduate students,
and 23 non-students. Except for one participant with rich expe-
rience in sensor data collection, other participants do not have
sufficient background knowledge in mobile sensor data collection.
Reflecting the prior studies conducted between-subject controlled
experiments [9, 43], we aimed to recruit at least 20 participants for
each group.

5.3 Procedure
As illustrated in Fig 3, the user study was conducted for three weeks
consisting of a one-week baseline period and two weeks of the
intervention period. The study period was determined by reflecting
on prior HCI studies [36], which aimed to compare the baseline and
the intervention period. At the beginning of the study, participants
took an online orientation with consent in IRB documents. The

orientation included the goal of the study, types of mobile sensor
data collected, an explanation of the PriviAware system, and tasks
that participants should complete during the experiment. As to
the purpose of data collection, we described to our participants
that it is essential to collect vast amounts of mobile sensor data in
the context of mobile health research (such as stress detection and
mood inference). Since the participants were unfamiliar with the
mobile sensor data collection environment, they had the first week
as the baseline period to experience the context. They installed
a mobile sensor data collection application (ABC Logger [32]) on
their smartphone. The application collects mobile sensor data, such
as location, proximity sensor readings, and app usage history.

At the end of the first week, participants completed the survey
questionnaires mentioned above. To ensure that both groups’ pri-
vacy concerns are unbiased, we adopted a stratified sampling [58]
when assigning participants to Groups A and B. We averaged the
survey score for each participant and made two strata based on
them: ‘high’ (the score is higher than 4) and ‘low’ (the score is
lower than 4), assuming that the score 4 represents ‘neutral.’ The
proportion of participants with ‘high’ and ‘low’ categories was 35:
23 (approximately 1.5: 1). From the ‘high’ and ‘low’ groups, par-
ticipants were randomly sampled for Group A and B so that each
group had the proportion of approximately 1.5: 1. We iterated this
process until the average of the score between two groups is not
significantly different in t-test (𝑡 = .03, 𝑝 = .48). Finally, Group A
has 18 people with ‘high’ group and 11 people with ‘low’ group,
and Group B has 17 people with ‘high’ group and 12 people with
‘low’ group.

We let participants install the PriviAware application on their
smartphones for the second and third weeks. The ABC Logger ap-
plication collects individuals’ mobile sensor data and sends them
to the database, and the PriviAware application extracts and pro-
vides visualization. As mentioned, participants in Groups A and
B received the system 1) only with visualization support and 2)
visualization support with contextual filtering, respectively. Partici-
pants in Group A were instructed to access the app and explore the
data at least once a day, depending on their interests. For Group B,
they also explored the collected data similar to Group A and set the
contextual filtering conditions. When introducing the contextual
filtering features to participants in Group B, we explained that the
filtering would not delete their data in real-time but delete their
data every day at 2 AM and update the result on the system. At
the end of the second and third weeks, participants were asked to
respond to the questionnaires the same as the first week.

After the experiment, we conducted a semi-structured follow-up
interview with 20 participants (6 female; age:𝑀 = 23.06, 𝑆𝐷 = 2.88;
10 people for each group). We asked 1) their perception toward the
system and the perceived usability, 2) how their privacy concerns
and awareness were changed after using the PriviAware, and 3) their
further expectation toward a user-friendly privacy management
system. The interview was conducted online for 40 minutes, and all
contents were recorded and transcribed after getting participants’
consent. As compensation for the three-week participation, they
received 75 USD (an additional 7 USD for the follow-up interview).
The Institutional Review Board (IRB) approved the whole study
process and obtained written consent from participants.
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Figure 3: Study design and procedure. For the first week, which is a baseline period, both Group A and Group B allowed data
collection from ABC Logger. Following two weeks of intervention with PriviAware system, two groups were treated differently
with different conditions. For Group A, their data was collected via ABC Logger, and they were asked to explore their data with
the data exploration feature only. For Group B, their data was collected via ABC Logger, and they were asked to explore their
data with the data exploration feature and contextual filtering to alter their data collection consent based on time and place as
they wished

To analyze the transcribed interview dataset, we performed the-
matic analysis [14] consisting of six stages: familiarization with the
data, generating codes, searching for themes, reviewing themes,
defining and naming themes, and producing the report. Follow-
ing the process, two researchers reviewed raw transcribed data,
assigned thematic codes, and prioritized similar themes depending
on the frequency of codes. They repeated the process until they
reached a consensus.

6 RESULTS
In this section, we report the qualitative analysis of the semi-
structured interview and the quantitative analysis of the survey re-
sult. Through this process, we explored how participants perceived
the design components of the PriviAware system and changed their
privacy perception toward mobile sensor data collection. Table 3
shows our research questions and the summary of major findings.

6.1 User Perception and Perceived Usability of
PriviAware (RQ1)

We present our findings on participants’ perception and perceived
usability of two representative features of the PriviAware system: 1)
data exploration and 2) contextual filtering. For system evaluations,
we inquired about their utilization of design components of the
PriviAware system and assessed its perceived usability. Overall,
participants provided positive responses in the SUS (System Us-
ability Scale) questionnaire; the average score in Group A was 73.3
(𝑆𝐷 = 13.06) and in Group B was 73.1 (𝑆𝐷 = 7.52), which can be
interpreted as ’good’ system usability [6] (the scores range from
0 to 100). Here, we denote the participants from Group A as "Ak"
and participants from Group B as "Bk" (k = participant number).

Data exploration All participants perceived that the visualiza-
tion support provided by the PriviAware system was an intuitive
way to represent mobile sensor data. For example, B1 remarked,
"All the graphs shown in the app were easy to understand, and noth-
ing posed any difficulty." They thought that the different graphical
representations according to data types (e.g., stacked bar graph
as categorical data, line graph as numerical data, map representa-
tion as geographical data) were properly selected, considering the

characteristics of data types. A8 pointed out, "I think the biggest
advantage of this visualization was that I could see a graph tailored to
each data type. Bar graphs, line graphs, and maps were all appropriate
choices for each data." Expanding upon the current visualization,
six participants proposed several improvements to the graphical
representations to facilitate a better understanding of the collected
data. In particular, they pointed out the stacked bar graph and map
representation. As the number of categories in the data increased,
the stacked bar chart became more complicated to interpret. For
example, A6 stated on app usage data: "The categories within a bar
were quite diverse because I use many apps on my smartphone. It
might be beneficial to arrange them in order of the most frequently
used apps while grouping some less significant categories as ’others’
categories." As to map representation, A9 reflected the cases when
the number of pins on the map increased: "All the places I visited
were marked with pins, but in such cases, many pins overlapped,
making it difficult to distinguish each pin. It would be advantageous
to delete a few overlapping ones or display only the locations I visited
frequently.”

Contextual filter Overall, participants found it straightforward
to establish filtering criteria based on their privacy-sensitive times
and locations. B10 stated, "I could customize these conditions accord-
ing to my preferences. Right? It was intuitive to configure various
filtering conditions within the app." They initially explored the col-
lected data through graphs, identified specific contexts to filter,
and set those filtering conditions on the ‘contextual filtering’ panel.
Despite its ease of use, participants desired to enhance the time
filtering feature. In the current filtering setup, when users specify
a period to filter, data is deleted that night; therefore, checking
whether their data was filtered immediately as expected was chal-
lenging. B1 commented, "When I set the filtering conditions and
pressed the ’add’ button, I could not verify whether my data would be
deleted. To ensure that my input is properly applied, I wish the system
would indicate which data will be removed when I apply the filtering
conditions.."
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RQ1. What are the user perceptions and perceived usability of the PriviAware system?

• Participants perceived data exploration and contextual filtering features were intuitive and easy to use, with suggesting improvements for
graphical representation and interactive features

RQ2. Does PriviAware have positive effects on participants’ privacy awareness and how do data exploration and contextual filtering
influence participants’ behavior?

• The comparative analysis showed the score of the privacy awareness had significant increases over weeks, but did not have significant
differences between groups

• Group A, employing only data exploration, could raise their privacy awareness, particularly regarding sensitive data types, and also self-reflect
their daily lives

• Group B, employing data exploration and contextual filtering, similarly exhibited heightened privacy awareness, additionally experiencing a
sense of empowerment in controlling data collection based on contextual filtering

Table 3: Summary of qualitative and quantitative findings according to research questions

6.2 Effectiveness of Intervention (RQ2)
Overall, participants from both groups responded that their privacy
concerns and awareness increased over time compared to the base-
line period. Here, we elaborate on how PriviAware affected users’
privacy perception and usage of intervention features (data explo-
ration, contextual filtering).

As noted earlier, we handed out survey questionnaires on partic-
ipants’ perceived level of privacy concern and awareness in sensor
data collection at the end of each week. To further explore how
PriviAware influences participants’ perceptions of privacy aware-
ness, we statistically compared participants’ responses according to
weeks (1st week vs. 2nd week vs. 3rd week) and groups (Group A vs.
Group B). For the comparative analyses, we ran a Mann-Whitney
test to figure out differences in survey scores between groups and
a Kruskal-Wallis test to investigate differences in survey scores be-
tween weeks. Our results showed no significant effect of groups and
weeks in the survey scores. Even though the comparative analyses
did not show a significant effect according to groups and weeks,
we could identify how our systems affected participants’ privacy
awareness through the follow-up interview. In particular, although
there was no significant effect of privacy awareness according to
groups, we identified meaningful insights when contextual filtering
was adopted in the system. In the following, we explain the detailed
experiences of each group in PriviAware usage.

6.2.1 Group A: Data exploration. Here, we describe the user expe-
rience and privacy perceptions of participants from Group A, who
only used the data exploration feature.

Changes in privacy concerns and awareness. Group A, supported
only with data exploration, generally reported that visualized rep-
resentation of collected data with supporting descriptions helped
them gain better insights into their data and raise their privacy
awareness. For example, A1 commented, "I was kind of hopeless
whenever I thought about my data. We all know that our data is
everywhere these days without our consent. That’s probably why my
score for privacy concerns was pretty low in the beginning. But now
that I can look at my data with these graphs and maps. . . I think I
became more aware of how my data is being collected." A2 added, "I

think there’s a big gap between just knowing and knowing upon seeing
visible data. I just had a vague idea of smartphone data collection
because you don’t know what’s happening once you consent. It’s like
putting all your data into a black box. But this app is transparent, I
guess. It lets you view your data with easy-to-understand support, so
it’s different from when I just gave up on privacy because I didn’t know
anything.". One participant reported increased privacy concerns as
PriviAware unintentionally provided a sense of surveillance due
to its informative characteristics in the data exploration feature.
A4 noted, "I don’t consider smartphone data a critical threat to my
privacy. If it were directly related to my medical records, I would’ve
been really sensitive. Even with the PriviAware installation, I wasn’t
concerned that much. However, after one week of intervention, it
occurred to me that this app shows every footage of me. I’m being
monitored! (laughs)’ Since then, I felt extremely uncomfortable that
my smartphone is more dangerous than I think."

One interesting thing to note about data exploration is that it
played as a double-edged sword to participants. While most partic-
ipants reported increased privacy awareness as they viewed data
exploration as a mirror reflecting their digital footprints, ironically,
some participants reported relief as they were constantly provided
with transparent footage of their data. For example, A5 mentioned,
"It might sound weird, but I was rather unconcerned after the experi-
ment. Of course, I was surprised to find out that much of my data is
being monitored and collected. But if you look on the bright side, it’s
better to be exposed to the truth than not knowing anything (laughs).
I got used to data exploration for two weeks, and as I inspected my
data, I came to think, ’Well, there’s not much data that is so revealing.
I think I’ll be okay.’" Similarly, A9 reported, "For the first few days
into the intervention, I felt repulsed because my data was being shared
with you guys. However, as I constantly checked my data with the
data exploration, I felt it was helping me be conscious of my rights to
protect personal data. Since I could check my data at any time and
find out what data types were being collected, I felt rather safe. That’s
probably why my privacy concerns decreased."

Data types and contexts. Participants’ perceived sensitive data
types centered around GPS, call logs, and app usage. A1 commented,
"I only explored my location data. There is a lot of heinous crime news
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these days, and I’m scared. I’ve heard that criminals often keep track
of a victim’s location traces." A6 added, "I used to be okay with GPS
data because I often allow location data to be collected and shared for
other service applications. In this experiment, however, I was quite
surprised to see that I was able to view accurate traces that include
not just the current location but my past whereabouts. You can even
check longitude, latitude, and altitude. That’s too much." A7 noted, "I
was concerned about my GPS and call logs. If you carefully look at the
visualized representations of these data daily, I think others can grasp
my daily life. I tried to behave differently or act cautiously to hide
private parts of my data." A8 mentioned app usage as a sensitive
data type, saying, "I often stay up late at night and browse through
different apps. If you combine the types of apps I often use with WiFi
data; you can infer how much I use a certain app. Then, you can
naturally guess my lifestyle and preferences, right?"

When asked to recall specific contexts in which participants
explored their data using PriviAware, we found that responses did
not significantly differ. We posit that this is due to similarity in
participant demographics, whose daily activities and social interac-
tions occur mostly within the campus. Some participants responded
that their lives are too mundane to extract special patterns that
can identify them, thinking other participants’ data would look
similar. However, one interesting thing to note is that participants
would rather take data exploration as a daily routine. Instead of
looking at and interpreting their data in specific contexts, many
participants responded that data exploration became a daily routine
during the experiment. For example, A2 said, "I think I explored my
data whenever I had free time." A8 added, "I think it’s hard to talk
about certain sensitive contexts regarding time and place. I think I
checked my data in my dorm room at the end of the day. You know,
you wrap up your day by reflecting upon all the private data collected
daily. It’s like a daily ritual."

6.2.2 Group B: Data exploration + Contextual filter. In the follow-
ing, we detail the experiences and privacy perceptions of partici-
pants in Group B, who leveraged both data exploration and contex-
tual filtering.

Changes in privacy concerns and awareness. Group B was pro-
vided with both data exploration and contextual filter, which allows
participants selective data collection consent based on their contex-
tual (i.e., time/place) preferences. Compared to the baseline period,
most of the participants from Group B also reported an increase in
perceived privacy concerns and awareness due to the data explo-
ration feature. For example, B2 noted, "I’m generally very concerned
about my privacy. Recently, I’ve watched a lot of movies about per-
sonal data abuse. But the truth is I didn’t clearly understand what
types of sensor data could be collected from my smartphone. From
the visual representations of data, I was quite surprised to see how
much personal information could be inferred from the smartphone
data and to what extent it is possible to make a detailed profiling of
a person. Since I joined the experiment, I’m worried more than ever."
B1, who called himself tech-savvy, would report, "My research area
deals with mobile sensor data collection and its processing. I would
often become curious about data collection, but there was no tool for
me to explore. So, what I did was look into each file and go through
the text data. But now, with this app, that process has become much
simpler. Plus, you can view the sensitive data that turns into graphs

immediately (laughs). You can see the pattern; thus, I think I became
more aware of my data."

Although participants generally reported similar tendencies re-
garding privacy concerns and awareness, participants from Group
B expressed a greater sense of empowerment as they were allowed
to turn off data collection upon their decision proactively. B8 men-
tioned, “I think it’s really interesting. . . Once I explored my data,
I was concerned that so much of the data was collected. But since
I can filter data collection that occurs during the time while I am
at a certain place, I think I was instantly relieved and empowered
(laughs)." B4 similarly commented, "Data exploration feature alone
is already beneficial. Adding a contextual filter gives people a sense
of psychological safety because you get to be the driver of your data
collection."

While this empowerment generally had a positive impact that
led to participants’ increased privacy awareness and attempted to
use the contextual filter for their data protection responsibly, the
presence of the feature had a reverse effect on a few participants. For
example, B10 noted, "I think contextual filter got rid of all my existing
privacy concerns. The fact that I could set up a rule at any time just for
myself made me feel like I had full control. It’s ironic, but that’s why
I didn’t use the filter that much." We posit that such responses may
be due to the "control paradox." According to the term, people are
likely to underestimate the potential privacy threats and become
more generous toward their data being collected and shared due to
their misconception regarding data control [13].

Data types and contexts. Regarding data types and contexts, par-
ticipants from Group B reported a more active user experience with
PriviAware as they were provided with the additional feature (i.e.,
contextual filter). B4 said, "I think I set the location filter on my GPS
data whenever I was outside the campus. I’m pretty sure most of the
participants’ location traces would look similar within the campus,
but once I’m out, it’s a different story." B6 added, "Honestly, I didn’t
care initially. However, as I did my data exploration, I found that col-
lecting private data such as location or app notifications is especially
clustered around after midnight. After that, I actively set both a time
and location filter. I think choosing to use just one filter is not enough.
First, I would set the time filter on any irregular data collection out-
side my routine. Then, I would make granular adjustments with the
location filter. It was really helpful." B5 noted, "I think app usage
and notifications are the strongest predictors of identifying someone.
Based on a certain email application or game app that I use, it’s easy
to outline my characteristics. I don’t really use those kinds of apps
during the daytime because I have to take lectures. Thus, I would set
the time and location filter on app usage and notifications at night
or any private moment I encountered during the experiment. Having
to set up a filter every time was a tiring process. Still, I intentionally
did it anyway because I felt the research team could take away every
personal detail about me." B8 showed very sensitive responses to
his social interactions being monitored. He commented, "From 9
to 6, most of the calls are related to work, so I didn’t set any filter.
After that, however, I actively set time and location filters on my call
logs because I go to the gym and do many social gatherings outside.
Sometimes I forgot to set up a filter and was so upset (laughs)."
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7 DISCUSSION
This exploratory study aimed to investigate the overall user experi-
ence of the PriviAware system and explore how different conditions
(GroupA: Data exploration, Group B: Data exploration + Contextual
filter) affect participants’ behavior. We summarize major findings
by discussing the effectiveness of the proposed data exploration
and contextual filtering to raise participants’ privacy awareness.
In addition, we provide practical privacy-by-design guidelines to
support user-centered consent for mobile sensor data collection.

7.1 Promoting Privacy Awareness in Mobile
Sensing

Our experimental results showed that data exploration with visual-
ization support and contextual filters helped participants become
more aware of their data and consciously adjust their data collection
consent. In terms of data exploration, it was found to be intuitive
and informative and served as a self-reflection tool that helped
participants reflect on their daily routine and relevant private data.
Participants from both groups reported that visualized representa-
tions of the collected data helped them realize how much and to
what granularity of sensor data can be acquired from an individ-
ual within a day. The alarming nature of data exploration made
participants more aware of their data and potential privacy issues.
In contrast, a few participants were less concerned and somewhat
relieved to see the actual footage of the collected data transparently.
Interestingly, both sides made such ambivalent responses since they
considered visualization support much more helpful than having a
vague concept of sensor data collection without any visible informa-
tion. This finding aligns with previous research on the effectiveness
of data visualization support for personal data collection. Numer-
ous studies that leverage ex-post visualization tools [3, 21], which
focus on showing users types of data collected and how those data
have been shared since a user started using an application, have
demonstrated that visualizations have two key advantages when it
comes to representing privacy-related information; expressiveness
and engagement [24]. The specified uses of data and engaging ex-
perience provided by graphical representations that rarely bother
participants to read through the text made participants actively
involved in the data exploration process.

Although our comparative analyses reported no statistical signif-
icance regarding group differences, our in-depth interview showed
that contextual filters supported a relatively greater level of partici-
pants’ engagement. Given an opportunity to leverage fine-grained
control on a wide array of sensor data, participants from Group B
expressed a greater sense of empowerment as they could set up a
rule based on their contextual needs. One interesting behavioral
pattern observed from participants’ responses in Group B is that
they were generally carefree initially, started data exploration, and
moved on to actively use contextual filters out of increased privacy
concerns and awareness. Participants would use data exploration
as a self-reflection tool and make two kinds of contextual filtering
based on the reflection: 1) regular filtering for daily contexts and 2)
one-time filtering for special occasions. From this observation, we
find that combining data exploration and contextual filters amplifies
participants’ privacy awareness and guides them to continuously

observe and configure their data collection settings in various con-
texts. Our synergetic design approach builds upon existing usable
data collection consent mechanisms that provide mere on/off fea-
tures [2, 41], suggesting a novel design dimension that offers more
flexible and context-aware intervention for participants’ privacy in
mobile sensor data collection.

Besides the aforementioned two primary features, we informed
both groups that they could fully enable or turn off data collection
(i.e., entirely on/off feature) as they wished. However, none of the
participants reported using this feature during the interview. When
asked to recall their experiences, many participants viewed entirely
turning off data collection as a selfish behavior. Group A partici-
pants without a contextual filter allowed complete data collection
across the two weeks of intervention. Participants from Group B
also reported that they haven’t considered entirely switching off the
data collection. Though the primary purpose of this research was to
explore PriviAware’s usability and its effect on participants’ privacy
awareness and following behaviors, participants from both groups
paid considerable attention to data collection. Participants were
aware of the significance of data collection for research purposes
and thus deemed switching off the whole data collection unethical.
Participants were concerned about their privacy, but they were also
willing to sacrifice their privacy to a certain extent out of altruistic
motives since the data collection was going to be used for research
purposes [40]. Aside from altruistic motives, we also posit that par-
ticipants may have intentionally refrained from entirely switching
off as they have been influenced by a behavioral urge to act to
live up to the expectations of researchers (i.e., social desirability
bias) [23]. From this, we find that there should be further studies
on accommodating and balancing the needs and tensions of both
data contributors and researchers.

To investigate privacy awareness and concerns for mobile data
collection, PriviAware presented numerous lists of sensor data
items. However, participants felt exploring all the lists was cumber-
some and did not feel the necessity to explore all of them. Their
interests were mainly directed towards specific data types like app
usage and GPS, which can mirror their personal traits or social
behaviors [17, 65]. In contrast, exploring data like Bluetooth or
WiFi was perceived as insignificant, contributing to enhancing
their privacy awareness. We posit that such contrasting responses
may have also been affected by the data granularity presented in
the system, while the participants perceived representations of
data such as GPS or app usage as highly granular, whereas line
graphs that deliver information on data types such as battery or
WiFi to be coarse and not containing sufficient information. Our
findings imply that focusing on fewer data types closely related
to privacy issues and also balancing the data granularity would
be more effective in reducing the burden of data exploration and
further enhancing the system’s usability. Furthermore, future stud-
ies should keenly explore participants’ perceived sensitivity per
data item in relation to different contexts to make more accurate
observations on participants’ privacy decisions.
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7.2 Toward Data-Driven and Automated
Intervention

While participants noted that configuring diverse contextual filters
supported addressing their privacy concerns, they also found it
burdensome to set up a filter every time. This challenge was fre-
quently reported among participants using regular filtering for daily
contexts. For example, participants would have a predetermined
set of rules in mind but sometimes need to remember to set up a
filter. Furthermore, our results showed difficulties in determining
which filter (i.e., time, location) to use on which sensor data types,
which also caused cognitive load among participants. Such findings
align with the implications of existing research that explored the
feasibility of dynamic consent in pervasive computing. In the study,
participants experienced decision fatigue, as they were allowed to
review extensive lists of mobile sensor data and manually turn
on/off each sensor data in privacy-sensitive contexts [41]. Similarly,
participants in our study had to navigate through numerous sensor
data items and make decisions regarding contextual filters.

Following this statement, one potential design consideration
is introducing data-driven and automated context-aware support
based on one’s daily routine. Based on the aggregated data of a
user, a system can automatically cluster frequently visited places
and times (e.g., school: 10 AM - 5 PM), presenting many different
default settings [26]. Such categorized selection may lower the bur-
den of turning data collection on or off. Another approach is to
envision a rule-based approach (e.g., trigger-action programming).
For example, users can set up rules (e.g., turn off data collection)
by reflecting on their daily routine instead of repeatedly navigat-
ing around a map or time picker and deciding where/when to set
the filtering condition [86]. Given the complexity and repetitive
nature of data collection consent, providing automated support to
users with a data-driven approach will offer flexibility during the
intervention. However, a critical dimension to be considered is to
what degree such flexibility will be permitted. Thus, choosing the
proper defaults in interaction design should be carefully considered
in future studies [90].

7.3 Exploring Privacy Nudges for
Comprehensive Support

Our results also showed that having to set up a contextual filter on
special or urgent occasions (e.g., social gatherings) outside of the
daily routine caused participants additional mental costs and giv-
ing up on their privacy. One possible design solution is to employ
proactive interventions that nudge participants about alarming
data collection and offer an option to browse their data [2, 59]. As
the most simple way, we can consider periodical alarming (e.g.,
twice a day) or simple rule-based alarms using trigger-action pro-
gramming [44, 91] (e.g., if I meet a specific condition, then send
me a notification). Extending from the previous section, the system
can automatically mine users’ routine behavior patterns (e.g., clus-
tering GPS traces) and provide interventions by detecting events
when users are in an unusual context (e.g., visiting new locations).
For example, it may give a gentle reminder such as: "It seems that
you are in an unusual time and place. If the current context gen-
erates privacy-sensitive data, how about setting contextual filters?"

Likewise, providing such nudging can support users in remember-
ing to set filtering conditions, thereby preventing the collection of
privacy-sensitive data.

7.4 Limitation and Future Work
We identified several limitations in our study. First, our system de-
sign and evaluation may not encompass the perspectives of diverse
populations because most of the formative and user studies partici-
pants were undergraduates or graduate students. Moreover, some
participants’ perception that a certain amount of dataset should be
contributed for research purposes may also have affected the use of
the system (e.g., such as setting contextual filtering). We introduced
our context of the data collection as the research purposes in the
mobile sensing research domain, so participants may compensate
for a part of their data privacy rather than turning off data collection
by acknowledging the significance of data collection in research
purposes. To mitigate such concerns, conducting further studies in
various contexts and with different participant demographics would
be beneficial. In terms of contextual filtering, we only offered time
and place filtering, neglecting other contextual factors (e.g., data
subject, sender, recipients) that may affect privacy decisions [51].

Moreover, we acknowledge a limited generalizability of our find-
ings due to the small sample size and short period. This experiment
design was due to the recruiting difficulty and a limited period to
complete the experiment. These limitations restricted categorizing
user groups based on each system feature level (e.g., dividing par-
ticipants into four groups with the combination of 1) with/without
data exploration feature and 2) with/without contextual filtering
feature). To address the issue, increasing the number of participants
based on G-power calculation, dividing them according to the pres-
ence or absence of each feature, and analyzing the effects would be
feasible. Lastly, a three-week user study period raises the question
of whether prolonged use of the PriviAware system significantly
influences privacy awareness and engagement. Therefore, under-
taking a long-term deployment study could also be valuable for
future research.

8 CONCLUSION
We introduced PriviAware, a mobile application facilitating flex-
ible data consent in the context of mobile sensing research. We
aimed to increase participants’ privacy awareness by exploring col-
lected data and pausing data collection based on time and location
with contextual filtering. The user study revealed that participants
perceived the graphical representations and features of the Priv-
iAware to be intuitive and usable. Regarding the effectiveness of
those features, participants responded that the data exploration
could raise their awareness of privacy concerns. At the same time,
contextual filtering empowered them to proactively control data
collection based on privacy-sensitive contexts. The findings offer
several design implications of the system for user privacy in the
mobile sensing research domain. We expect that our approach can
be extended to diverse privacy-by-design solutions fostering user-
oriented, responsible privacy data management.
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