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Packet Order Matters! Improving Application Performance

by Deliberately Delaying Packets

Summary

The paper proposes rearranging network packets to increase their temporal and spatial locality, resulting in higher

efficiency for highly I/O-intensive applications that utilize network interfaces. To demonstrate the benefits of im-

proving packet locality, the author conducts a simple testbed experiment that shows arranging packets of the same

data flow together reduces cache misses and CPU resource utilization per packet, thereby reducing latency. For

instance, higher packet locality can optimize TCP acceleration at the network stack layer, decrease software over-

head (such as context switching) on kernel-based Open vSwitch, and improve network function caches’ efficiency.

The authors then introduce Reframer, a method that utilizes software buffering and rearrangement to enhance

packets’ temporal and spatial locality. The Reframer is tested on the network traffic of the author’s organization,

with results indicating it can achieve higher throughput, lower latency, and fewer required CPU cycles per packet

processing.

Strength and Weakness

Strength:

1. The paper employs a small-scale testbed to demonstrate the impact of packet locality on commodity servers’

network interface usage and thoroughly investigates each hardware and software component’s role. The

experimental results are convincing and provide substantial evidence to support the proposed approach.

2. The paper proposes a simple framework for improving packet locality, significantly enhancing network effi-

ciency. Despite its simplicity, the method is highly effective and yields remarkable results.

Weakness:

1. The experiment’s scope was restricted to evaluating Reframer’s effects on network traffic solely within the

author’s organization, leaving its capacity to scale and adapt to traffic with diverse characteristics uncertain.

2. The buffer time required for optimal performance may need to be manually adjusted based on the unique

characteristics of the traffic, hardware resources, and application properties, resulting in additional costs.

Furthermore, if the traffic’s characteristics change dynamically, it may be necessary to periodically readjust

the parameters, necessitating the use of other dynamic adjustment techniques in practical applications.

Questions

1. If an application is not I/O intensive, would Reframer’s effectiveness be less pronounced, or would it increase

latency due to the buffer mechanism?

2. Would Reframer’s buffer mechanism make the system more prone to crashing in the event of a large-scale

incast?

Conclusion

This paper introduces a novel packet rearrangement approach to improve network performance, backed by com-

prehensive experiments that showcase its practicality. Furthermore, Reframer can serve as a network function,

providing additional deployment options. Although manual variable adjustments are needed, operators can effi-

ciently identify the optimal configuration for their requirements and coordinate with other solutions to enhance

performance. This approach has significant potential to improve network performance, and further research can

explore its full capabilities.


