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ABSTRACT

Cavitation in a tip vortex remains a challenging issue in a variety of engineering problems. In this study, we perform large eddy simulation of
wetted and cavitating flows around a stationary elliptical hydrofoil with the cross section of NACA (National Advisory Committee for
Aeronautics) 16-020. The Schnerr—Sauer cavitation model is adopted for phase transport. The numerical results are verified by comparing
with the experimental measurements. Instantaneous vorticity and pressure in both wetted and cavitating flows are studied. It is found that
the cavitation promotes the production of vorticity and increases the boundary layer thickness. To further analyze the influence of cavitation
on the tip vortices, each term in the transport equation of enstrophy is examined. In the cavitating flow, the dilatation and baroclinic torque
terms are promoted to be equally dominant as the vortex stretching term, while in the wetted flow the stretching term is the only dominant
one. The axial and azimuthal velocities in the cavity are smaller than those in wetted tip-vortical flow, while the pressure inside is nearly
equal to the constant saturation pressure. A tip vortex model with four regions in cavitating flow is built and compared to the wetted flow
model. A weakly meandering motion of the tip vortex is observed in the near field. To study the surface wave behaviors of the tip vortex, the
space-time velocity correlation analysis is carried out. The surface wave moves at a speed smaller than the incoming flow. A dominating heli-
cal mode is found and is consistent with the analytical and experimental results.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0064717

I. INTRODUCTION

Vortex cavitation is a commonly occurring phenomenon in engi-
neering practice, especially in rotating machinery. For example, sub-
marine propellers and hydrodynamic turbines are subject to cavitation
when they are running at a high speed. The ambient pressure will be
reduced as the fluid gets accelerated, and when it is lower than the sat-
uration pressure, the liquid will transit into the gaseous phase. This
transition is noted as cavitation. Cavitation could lead to additional
noise emission, blade material erosion, or propulsion deficiency for

which depends on temperature. The critical cavitation number, at
which the first isolated cavitation bubble starts to appear in the flow, is
noted as g.. One way to predict the critical cavitation number is to
assume that the pressure field has a minimum on the surface of the
hydrofoil with its value being the saturation pressure. Then we have
the pressure coefficient relation,

sat — poc
Cpmin =7 5 = 0O

smU2

underwater propellers;' hence, it is usually unfavored in engineering.
The non-dimensional parameter that characterizes the cavitation
process is the cavitation number,

o Poc - psat
— 1,172
31U
where p, and Uy are the free-stream reference pressure and velocity,
respectively, p; is the fluid density, and pg, is the saturation pressure

Hence, the critical cavitation number has a Reynolds number and an
angle-of-attack (AOA) dependence as the pressure coefficient C, does.

Cavitation occurs in various forms and can be categorized into
bubble cavitation, cloud cavitation, sheet cavitation, and tip-vortex
cavitation (TVC), according to the location that cavitation occurs and
whether the cavitating bubbles merge into a continuum.” TVC is the
focus of this study. In an airfoil or hydrofoil flow, the location of local
pressure minimum is always near the wingtip and at the trailing line
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of one side of the wing. To compensate for the discontinuity in velocity
circulation, streamwise vortices form at the wingtips and, therefore,
are rolled up when being advected downstream.” Tip vortex is featured
by its elongated shape and the significant pressure difference inside
and outside the vortical region. Under proper conditions, the ambient
pressure in the vortex core could be lower than the saturation pressure,
and TVC would occur consequently. TVC involves the interplay
among vortical motion, cavitation, and turbulence. The nonlinear
interaction among these three flow features introduces rich flow phe-
nomena and complexity. On the one hand, a strong swirling flow leads
to pressure reduction, which embeds cavitation. On the other hand,
cavitation creates void volume and alters the turbulent vortical flow as
well. The impact of the background vortical motion on cavitation has
been well studied,” while the counter-acting mechanism of cavitation
on vortex dynamics has not yet been well understood and is the focus
of this paper.

Ji et al.” studied the interaction of sheet-cavitation and vortex in
the flow around a Delft Twist-11 hydrofoil. By analyzing the contribu-
tion from each term in the vorticity transport equation, they showed
that the vortex dilatation term, which is identically zero in fully wetted
flow, has a non-trivial contribution to the vorticity, and its magnitude
is comparable to the vortex stretching term. Cheng et al.” simulated
the tip-leakage flow around a NACA0009 hydro-wing by using large
eddy simulation (LES) and analyzed the influence of cavitation on vor-
tices and turbulent kinetic energy. They also stressed that the dilatation
term in vorticity transportation is as important as the stretching term.
However, in the aforementioned work by Ji et al” and Cheng et al.,’
only the cavitating flow was studied; hence, the quantitative compari-
son of fully wetted flow and cavitating flow was not attained. In this
study, we carried out simulations of both wetted and cavitating flows
under the same working conditions to isolate the effect of cavita-
tion. Furthermore, the previous studies emphasized more on sheet
cavitation, which is dominated by inertia and the viscous effect can
be neglected, but in tip vortex cavitation, the viscous effect domi-
nates the flow in the core of the vortex and determines the mini-
mum pressure inside the core. The impact of cavitation on the
vortical flow is expected to be different in TVC than in sheet
cavitation.

Besides the vortical structures, cavitation has an impact on the
turbulence statistics as well. Ohta and Sugiura’ performed direct
numerical simulation of cavitating flow in the turbulent boundary
layer at the displacement Reynolds number Res = 2000-2600. They
found that the streamwise vorticity and the skin friction in cavitating
flow are lower than those in wetted flow, while the streamwise velocity
fluctuation is enhanced. The observation above was explained as when
cavitation starts to appear, the empty volume it creates in the field
destroys the redistribution mechanism in turbulent kinetic energy
transportation, so the amount of energy transfer from the streamwise
direction to other directions is reduced. When the cavities corrupt,
they destroy the small-scale near-wall steaks which generate the drag.
Similarly, Tyer and Ceccio’ reported increased streamwise turbulent
intensity and decreased cross-stream counterpart in a turbulent shear
layer. However, the length scales of the cavities are smaller than those
of the boundary layer” and the mixing layer,” while in tip vortex cavi-
tation flow the scales of the cavities are much larger than those of the
small-scale turbulent motions. The impact of cavitation on turbulence
of relatively smaller scales remains to be examined.’

ARTICLE scitation.org/journal/phf

Research on cavitating vortices has often been focused on the
inception,"’ "* while much less work was devoted to fully developed
vortex cavitation where the detailed vortical flow is more complicated.
Falcio de Campos,”” van Rijsbergen, and Kuiper'® measured the
velocity field surrounding a developed vortex cavity by using laser
Doppler velocimetry. They found that the velocity away from the cav-
ity is identical to that of the non-cavitating vortex. Because of the
unsteadiness of cavity, the accurate measurement of velocity near the
cavity interface is not reached. The velocity around the cavity interface
was then measured by particle image velocity.'”'® Their results
showed that the azimuthal velocity decreases near the cavity interface
compared to the non-cavitating case and reaches its maximum at
some distance from the edge of the cavity. In the non-cavitating flow,
tip vortices at any streamwise section far enough from the tip have
been known to be a g-vortex given by Batchelor.” This was confirmed
by a number of measurements, such as in Devenport et al,” among
others. There is still a lack of knowledge on the structure of the flow
around developed vortex cavities. Especially, the effect of viscosity on a
developed vortex cavity is not well established.”” The simple Rankine
vortex model was extended to the cavitation version condition by
Arndt and Keller.”' Although the velocity profile recovered by the
Rankine model departs from that in real cavitating flow, the model
successfully predicted the possibility of the existence of two flow states
under the same condition, namely, the single-phase and two-phase
states. More realistic analytical vortex models, such as the
Lamb-Oseen model, have been generalized to cavitating flows by
Bosschers.” His modified Lamb—Oseen vortex predicted the azimuthal
velocity profile reasonably well, albeit that only measurement at one
streamwise location is used to tune the model coefficients; hence, the
proper length scale of the tip vortices was not discussed. In this work,
we would gather a sufficient amount of data from numerical simula-
tions to address the question of scaling.

In addition to the statistical description of the structure of TVC,
its turbulent nature is also of great importance. Vortex meandering (or
wandering) is a typical feature of wing-tip vortices in which the loca-
tion of the vortex centerline is fluctuating. The origin and the quantita-
tive characterization of the vortex meandering are two major research
subjects.”” > The meandering motion of the vortex was originally
thought to be due to free-stream turbulence”* and then to the instabil-
ity of the vortex core.”” Later on, lots of experimental studies were car-
ried out'”****** ** to measure and analyze this phenomenon. Despite
that lots of research have been done, the meandering phenomenon of
tip vortex is still a puzzle. Another interesting feature of the tip vortex
is its wave-like surface on the cavity, which is related to the dynamics.
The dynamics of a vortex cavity have been studied extensively.
Recently, Bosschers’' and Pennings’ used the analytical formulation
and experimental measurements to systematically and carefully ana-
lyze the dynamics of the tip-vortex cavity. In Bosschers’s work,”" a dis-
persion relation was obtained for a columnar vortex cavity in 3-D
axisymmetric inviscid compressible flow with a simple correction of
the effect of viscosity. This dispersion relation is validated by compar-
ing with the vortex deformation in experiments of Pennings’s.”” In
this study, the meandering motion and wave-like surface of the cavity
are studied using numerical simulations.

Earlier studies on tip vortex were mostly analytical and experi-
mental. With the growth of the computational power, high-fidelity
computation of tip-vortex flows becomes accessible. A numerical
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computation can provide more a detailed flow field that is unattainable
by measurements and can achieve various working conditions that are
not easily met or costly in experiments. Numerical simulations have
been proved successful in predicting tip vortex cavitation by various
studies and were summarized in the introduction of Asnaghi et al.””
based on the category of numerical methods. They performed LES of
the flow around an elliptical NACA66,-415 hydrofoil, in wetted and
cavitating conditions. By comparing with the experiments, they clearly
showed that LES has the capability of accurately predicting the velocity
and pressure fields even near the vortex core.

We present an LES of both non-cavitating (wetted) and cavitat-
ing flows past a NACA16-020 hydrofoil. Two different LES models
have been tested and validated, and then a comparison against experi-
mental data is made. The vorticity, pressure, and enstrophy fields are
compared between the wetted and cavitating flows with an emphasis
on the influence of cavitation on turbulence and vortices. Then charac-
terization and statistics of the tip vortex in both wetted and cavitating
flows are performed, and both conceptional and quantitative models
are proposed. Additionally, the meandering feature and the wave-like
surface of the tip vortex are analyzed.

Il. PROBLEM DESCRIPTION AND NUMERICAL
METHODS

A. Problem description

In this paper, a numerical study of both the wetted and cavitating
tip-vortical flows around an elliptical hydrofoil is presented. The main
objective is to better understand the characteristic of the tip-vortex
cavity and its interplay of cavitation, vortices, and turbulence.
Considerable insight into the tip vortex cavitation problem including
the computational requirements for numerical simulations, the flow
pattern, the tip vortex, and cavity properties can be obtained from
numerical simulation of tip-vortex flow around stationary elliptical
foil.” Here, a stationary elliptic platform having a NACA16-020 cross
section with an aspect ratio of 3 is presented, which is an often-used
case in tip-vortex study.”” *" The laminar separation bubble will be
formed at low angles of attack, which is difficult to resolve. Therefore,
the angle of attack of the entire elliptical hydrofoil is chosen to be 10°,
which is also used in Hsiao et al.”” and Fruman et al.”

B. Numerical methods

1. Governing equations

With the homogeneous assumption of the mixture of vapor and
water in the cavitating flow, the multiphase fluid components are
assumed to share the same velocity and pressure. The conservation
equations of mass and momentum for LES can be written as

dp  O(pu;)
op —0. 1
P Ox; 0 W
opw)  dpu) _0p AT TH
ot 8xj Ox; axj

The overbar denotes the filtered quantities, #1;-1 53 = (&, ¥, W) are the
filtered velocity components and p is the filtered pressure, x;—;,3
= (x,y,z) are the Cartesian coordinates, f is the time, and p is the
mixture density defined in the mass transport modeling section.

scitation.org/journal/phf

Moreover, 7;; is the strain rate tensor and is linearly proportional to
the strain rate tensor S i ie.,

fij = Zugij7

where y is the dynamic viscosity and

1 (0 n O,
I 2 é?xj (?x,‘ '
The subgrid-scale (SGS) stress tensor T, = p(u;it; — ;tg;) is mod-
eled as

Wl

- 2 Ouy
SGS
i o

Ti = 21,5 ~ 3 O

where g, is SGS eddy viscosity and ¢ is Kronecker delta function.

2. SGS modeling

In this work, different SGS models for LES were tested. For the
current problem, the rotation in the tip vortex core is significant. The
wall-adapting local-eddy viscosity (WALE) model,” which is based on
the velocity gradient tensor, is able to capture the rotational motion in
the tip vortex. As a traditional and widely used SGS model, the
Smagorinsky model’” was also tested and presented for comparison.
The expressions of both the Smagorinsky and WALE models are given
below.

The Smagorinsky subgrid-scale model uses the mixing length
hypothesis, i.e.,

e = pAsz‘SL

where |§]| is the modulus of the strain rate tensor and A, is the length
scale or grid filter width defined as

A, = f1C(AxAyAz)' >,

with the mesh sizes being Ax, Ay, Az and a Van Driest damping
function f.***' The constant C; is not universal and is set to be 0.1 in
this study.

The WALE model is based on the square of the velocity gradient
tensor proposed by Nicoud and Ducros.”® According to the direct
numerical simulation of isotropic turbulence, energy is concentrated
in the streams where vorticity dominates irrotational strain and energy
dissipates in eddies and convergence zones.”” To mimic the energy
transfer from the resolved scales to the subgrid ones, both the strain
and rotation rates are needed in SGS modeling. In this model, the
eddy viscosity is expressed as

ty = pAyOP(x,1)
A, = C,(AxAyAz)"?,

where C,, is the model coefficient and C,, = 0.544 is chosen in the
present simulations. OP (%, ) is defined as follows:

d od3/2
(8585)° + (sgsdy*

OP(x,t) =

with

Phys. Fluids 33, 093316 (2021); doi: 10.1063/5.0064717
Published under an exclusive license by AIP Publishing

33, 093316-3


https://scitation.org/journal/phf

Physics of Fluids ARTICLE

o _ 1.~ - _
Sg = Sikskj + Qikaj - 551] [Smnsmn - anan]
~ 1 (0u; Ou;
Qi' = - ! - ] .
J 2 <8xj 8x1->
The eddy viscosity goes naturally to zero near the wall so that neither

constant adjustment (dynamical modeling) nor damping function is
needed for wall-bounded flows.

3. Mass transport modeling

We frame this study under the transport equation model, where
the fluid properties are defined as the volume average of the liquid and
gas phases as

p = oup; + oup,
1= oufy + o iy,

where o is the phase volume fraction and the subscripts / and v repre-
sent the liquid and gas phases, respectively. The liquid phase and the
gas phase are both incompressible with constant p; and p,. Neglecting
solid impurity and non-condensable gas, the relationship

OCI‘I‘O(V:l

can be assumed. In the cavitating flows, with the effect of mass trans-
port between two phases, an additional equation for the volume frac-
tion, i.e.,

ANoupy)  Ooupiit)
t ox ®

needs to be solved. The term 1 represents the mass transfer from the
gas phase to the liquid phase and is to be modeled for closure. For sim-
ulating cavitating flows, the mass transport term in Eq. (3) has to be
modeled carefully to properly represent the cavitation process. It is
observed that the vortex cavity at the model scale is entirely filled with
vapor. In this study, the Schnerr-Sauer (S-S) mode 4 was used.
This model is based on the assumption that the fluid mixture consists
of a continuous liquid phase and a large amount of identical, non-
interacting, spherical bubbles, which superpose to form the gas phase.
In such case, the Rayleigh—Plesset (R—P) equation for single spherical
bubble dynamics,

&R 3<dR)2_PB(R)—P

2y 1y dR
=) = ZL 4
dt2+2 dt

pRdt’

P PIR

can be used for modeling. In the above equation, 7y is the surface ten-
sion between the liquid and gaseous phase, and pg(R) and p are the
pressure inside the bubble and the local pressure in the surrounding
liquid, respectively. The R—P equation is not solved directly, but is sim-
plified to generate the S-S model,”’ which represents an explicit rela-
tion between the pressure difference and the rate of mass transfer. In
the R-P equation, the second derivative (which stands for the rapid
change), the surface tension, and the viscous effect are neglected to

yield
%: g‘pB(R)_plz %‘psat_P|
dt 3 14} 3 ] :

scitation.org/journal/phf

Then the rate of mass transport is expressed in terms of the rate of
change of the bubble radius and further the ambient pressure, summa-
rized as in Sauer and Schnerr,”’

3%p, %|Psat -7l

w—=C
m STR 3 Py

Css is an empirical constant for condensation (Ci = 1) or vaporiza-
tion (Cy = —1) process. Note that following Eq. (3), 7 is defined to
be positive if the mass is transferred to the liquid phase. This model is
a highly simplified one and is used for simulation of the well-
developed tip vortex cavitation without considering the inception and
collapse stages. In addition, the non-condensable gas component is
neglected. Thus, the gas and liquid phases in this model are assumed
to be incompressible.

4. Computational setup

In this study, the software STAR-CCM+"" is used for carrying
out the numerical simulations. The finite volume method based on the
unstructured mesh is adopted. A second-order bounded-central
scheme is applied for spatial discretization, and a second-order
implicit scheme is adopted for temporal discretization. The computa-
tional domain is shown in Fig. 1. The streamwise, spanwise, and nor-
mal directions are denoted as x, y, and z, respectively. The origin of
coordinates locates at the center of the root chord of the hydrofoil.
The chord length at the root of the hydrofoil is denoted as C, and it is
selected as the reference length. The hydrofoil is located in a channel
with a height of 3 C, a width of 3 C, and a length of 10 C. The inlet is
placed approximately 3 C upstream of the root chord center and the
outlet is placed 7 C downstream, to eliminate the effect of the compu-
tational boundaries. The center of the root is placed in the middle of
the computational domain in the normal direction and at the bottom
of the computational domain in the spanwise direction. The uniform
inflow velocity and static pressure are set at inlet and outlet, respec-
tively. Meanwhile, the zero normal gradient condition is adopted for
the velocity at the outlet and the pressure at the inlet, and the symme-
try conditions are adopted at other boundaries. In addition, a no-slip
condition is set for the hydrofoil surface.

5. Grid generation and refinement

The vortex roll-up and transport involve the flow structures of
very small scales, in which the scale of the vortex core is about the
same as the boundary layer. Meanwhile, the gradients of pressure and

flow direction

e

7C >y

FIG. 1. Schematic of the computational domain.
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FIG. 2. Mesh around the hydrofoil: (a) a slice cut at z=0 and (b) a slice cut at x/C = 0.3.

N s . 34647
velocity are very steep in the core region.” "’ Even a small amount of

numerical dissipation will damp these small scales and lead to an
incorrect prediction of vortex properties. Therefore, in tip-vortex cavi-
tation simulation, the mesh quality and grid resolution are very impor-
tant. In Asnaghi et al.,” they carefully examined the effect of different
extents of grid refinement on the resolved flow field and concluded
that in order to resolve the large radial gradient near the vortex center,
at least 16 grid points are required along the vortex core diameter.
This rule will be followed in our grid generation.

An unstructured mesh with mostly hexahedral cells in the
field and quadrilateral cells on the body surface is generated as seen in
Fig. 2. A total of 8.4 million cells were created. The grid has been
refined such that at least 16 grid points are placed in the crosswise
direction within the vortex core in the near field. For determining the
grid resolution, a coarse mesh without the refinement of the tip-vortex
region is generated at the first step. Then, the flow is simulated to find
an approximate tip vortex trajectory. Prior refinement zone can be
made according to the tip vortex trajectory. Repeat the simulation and
find the new approximate tip vortex trajectory that is finer than the
last simulation. Then another refinement cylindrical region is made.
After several iterations, as shown in Fig. 2, three cylindrical regions are
considered around the trajectory path to specify the mesh resolution,
having 1072C for the outer refinement cylinder, 5 x 1073C for the
middle refinement cylinder, 8 x 10~C for the inner refinement cylin-
der, respectively. As the objective is to study the tip vortex in the near-
field region, the cylindrical refinement regions are extended to
2.0C, 2.0C, 1.5C, respectively. The cell distributions in the stream-
wise and normal directions are presented in Figs. 2(a) and 2(b), respec-
tively. The first grid above the hydrofoil surface is located at y* = 1
for satisfying the requirement of the wall-resolved LES.

I1l. RESULTS AND DISCUSSION

The test cases were conducted at a Reynolds number of
4.75 x 10°, which is defined as Re = p; U C/y, corresponding to an
inlet velocity of Uy, = 4.77 m/s and C = 1 m. The dynamic viscosity
w is chosen to be 1.0016 x 1073 Pa - s corresponding to fresh water
at a temperature of 20° Celsius. The density of the liquid is
998.2 kg/m> and the vapor pressure is 2339.3 Pa.*” For the cavitating
flow, the vapor density is 0.01731 kg/m? and the dynamic viscosity is

9.72 x 107° Pa - s. The outlet condition is set to P = 22945 Pa,
which corresponds to the cavitation number ¢ = 1.8. The simulations
are run for more than 10C/ Uy, to reach the statistically steady state,
and the sequential flow fields spanning about 2C/U,, thereafter are
used for analysis.

A. Numerical validation

The effects of the SGS models are investigated, and the results are
compared to the previous experimental measurements.’® As shown in
Fig. 3, the axial and azimuthal velocity components across the tip vor-
tex core at x/C = 0.1 and 0.3 of the present numerical results are
compared with the experimental measurements. It is seen that the tip
vortex velocity profiles are well predicted in the near field. LES with
the WALE model is more accurate than the Smagorinsky model in the

1.6 ®)

—— LES WALE
r - - - LES Smagorinsky

0.4 0.4

-0.1 0.0 0.1 -0.1 0.0 0.1

-0.2 0.0 0.2 -0.2 0.0 0.2
z/C z/C
FIG. 3. Comparison of the velocity profiles of the present numerical simulation and

the experiment by Fruman et al:*® (a) u/U, at x/C=0.1, (b) u/Uy at
x/C = 03, (¢) v/Us. atx/C = 0.1, and (d) v/Us at x/C = 0.3.
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SGS Viscosity Ratio with LES WALE SGS Viscosity Ratio with LES Smagorinsky

FIG. 4. Contours of the SGS eddy viscosity ratio x;/u at x/C = 0.3: (a) WALE
model and (b) Smagorinsky model.

vortex core region. In the Smagorinsky model, over-diffusive and dissi-
pative errors are seen further downstream. The SGS eddy viscosity in
the WALE model related to both the strain rate tensor S;; and rotation
rate tensor €2;;, while that in the Smagorinsky model is only related to
Sij. It results in a different performance in predicting the velocity in
the tip vortex core. The SGS eddy viscosity ratio g,/ u in the tip vortex
at x/C = 0.3 is displayed in Fig. 4, in which g, /p in tip vortex core is
larger for the WALE model than the Smagorinsky model, due to the
fact that the flow is rotating in the vortex core, which is also analyti-
cally proved by Phillips."’ In this case, the WALE model is better for
simulating the turbulent tip vortex flow and is used in the following
simulations.

B. Pressure, vorticity, and enstrophy

Simulations of the tip vortex flow with or without cavitation are
performed. Significant differences between the results in wetted and
cavitating flows are found. It is well acknowledged that vortical flows
with strong rotation diminish the ambient pressure and hence initial-
ize cavitation. On the other hand, how cavitation alters the flow
remains unclear. To study the effects of cavitation in a tip vortex flow,
the vorticity, pressure, and enstrophy are analyzed.

FIG. 5. Wave-like surface on the tip vortex and cavity core: (a) the iso-surface of
QC? /U2, of a value 2000 in wetted flow, (b) the iso-surface of QC?/U? of a value
2000 in cavitating flow, and (c) the iso-surface of ;, = 0.1 in cavitating flow.
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x=0 x=0.02C x=0.04C x=0.06C

FIG. 6. Contours of the non-dimensional vorticity |o|C/U, in the very near field
at different streamwise locations: (a) wetted flow and (b) cavitating flow.

x=0.08C x=0.1C

To visualize the tip vortex core and the cavity core, the iso-
surfaces of Q criteria”’ and the volume fraction of gas are used. The
iso-surface of Q non-dimensionalized by U2 /C? for both wetted flow
and cavitating flows can be observed in Figs. 5(a) and 5(b), respec-
tively. The tip vortex rolls up from the pressure side to the suction side
of hydrofoil and a small part of vortex attached on the tip of hydrofoil
in Fig. 5(a), while in Fig. 5(b), due to the cavitation, the tip vortex core
is larger than that in wetted flow and a much larger part attached on
the tip of hydrofoil. The wave-like surface of the tip vortex is found in
both wetted and cavitating flows. This feature can be observed clearly
in the insets of Figs. 5(a) and 5(b). The wave-like behavior in Fig. 5(a)
is more clear than that in Fig. 5(b). The iso-surface of volume fraction
of gas is plotted in Fig. 5(c). The core of the cavitation is smaller than
the tip vortex in the cavitating flow. A more ordered wave-like surface
can also be observed in the inset of Fig. 5(c) than that of Fig. 5(b). To
further understand the structure and mechanism of tip vortex and cav-
ity, the instantaneous vorticity and pressure fields are illustrated in
Figs. 6 and 7, respectively. The vorticity field in the very near field at
x = 0-0.1C in the wetted flow is plotted in Fig. 6(a) and in the cavitat-
ing flow is shown in Fig. 6(b). The vorticity from upstream to down-
stream in Fig. 6(a) shows that the main vortex arises from the rolling-
up process at x = 0.04C, and then it transports to the downstream
with continuously supplying of vorticity from the boundary layer. At
x = 0.06C and 0.08C, the secondary vortex is built and is merged to
the main vortex. Because of the specific location of these two vortices,
the secondary vortex deforms the main vortex, making it more ellipti-
cal than circular. The vorticity in cavitating flow in Fig. 6(b) shows
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FIG. 7. Contours of the non-dimensional pressure p/(pU? ) in the very near field
at different streamwise locations: (a) wetted flow and (b) cavitating flow.
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that the cavity has a large influence on the tip vortex. Unlike in Fig. 6
(a), the vorticity is already strong on the tip of the hydrofoil at x=0.
At x = 0.02C, a distinct cavitation section is observed and the main
vortex is presented. As transporting downstream, the main vortex
becomes larger and larger with a circular cavity inside the vortex. The
secondary vortex arises at x = 0.06C and 0.08C, which is merged to
the main vortex along with the outside circular vortex of the cavity. It
can be confirmed that the cavitation promotes vorticity production
and increases the boundary layer thickness with local separation.

The pressure in the near field in wetted and cavitating flows is
plotted in Figs. 7(a) and 7(b), respectively. As the vortices transport
from upstream to downstream, the strength of pressure at the center
of the tip vortex becomes larger and then smaller, while the core region
seems to become larger and then keep constant in wetted flow, as seen
in Fig. 7(a). The pressure in the cavity core is very small compared to
the tip vortex core in the wetted flow, as seen in Fig. 7(b). The pressure
in the outer tip vortex core is similar for both the wetted and cavitating
flows.

With the mass transfer and the density difference near the two-
phase interface, the dilatation term and baroclinic torque term also
contribute to the generation of vorticity (o =V x u). To quantify
these effects, we calculated the budget terms in the enstrophy transport
equation,

De? /2
Dt

Vp x Vp
P>

+ vt V2 (07 /2) — vegVo : Vo, (4)

=00:Vu—0*(V-u)+o-

where Ve = (1 + ;) /p. The terms on the right-hand side represent
the stretching, dilatation, baroclinic torque, and viscosity (diffusion
and dissipation) terms, respectively, and are plotted in Fig. 8, left for
the wetted flow and right for the cavitating flow. As shown in the left
column of Fig. 8, the stretching term is the dominating term while the
viscosity term remains small. As expected, the dilatation term is zero
due to incompressibility, and the baroclinic torque term is zero

(a) Stretching

[ 0N
i i

[ N ’

[ 1N

= | N
(b) Dilatation

h
h
N
A

(c) Baroclinic Térque

(d) Viscosity
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because of the constant density in the whole domain. For the cavitat-
ing flow, the dilatation term and the baroclinic torque term dominate
as the stretching term does. These two terms related to the density
change and compressibility are concentrated only on the interface of
phase change. The stretching and viscosity term are smeared and sur-
rounding the cavity core. It is noted that these observations are differ-
ent as compared to those of Ji et al.” In their simulation of flow around
a twisted hydrofoil, the stretching and dilatation terms are dominating,
while the baroclinic torque and viscosity terms are quite small.

C. Tip vortex models

When the cavitation occurs, it was observed that the flow pattern
in the tip vortex changes significantly in Fig. 5. In this section, we ana-
lyze in detail the flow structure of the tip vortices. Planar visualizations
of the contours of Q of the averaged wetted and cavitating flows at the
streamwise location x = 0.3C are shown in Fig. 9.

It can be seen in Fig. 9 that the vortex core can be clearly defined
as the red region with the compact positive Q where the rotation dom-
inates the shear, in both the wetted and cavitating cases. The vortex
core region is separated from the surrounding region in blue with the
negative Q by a sharp interface, which corresponds to the viscous
radius r,. Actually, the viscous radius can be further defined as the
location of the radial maximal azimuthal velocity, which indicated the
region within which the viscosity takes effect. Additionally, the shape
of the vortex core is fairly circular after time averaging, but in instanta-
neous fields, the vortex cores are twisted instead. We will discuss more
in-depth the variation of the size and location of the vortex core in the
later section.

The observation of vortical structure in Fig. 9(a) agrees qualita-
tively well with the tip vortex model in the wetted flow proposed by
Phﬂlips’w and Bosschers,”’ where the vortex is divided into four
regions from inside to outside: (I) rigid-body rotation region, (II) tur-
bulent viscous region, (III) roll-up and merged region, and (IV) poten-
tial flow region, as depicted in Fig. 10(a). In the region I, the pressure
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FIG. 8. Contours of the budget terms of the enstrophy transport equation, non-dimensionalized by U3, /C3, in the left column for wetted flow and in the right column for cavitat-
ing flow: (a) stretching term, (b) dilatation term, (c) baroclinic torque term, and (d) viscosity term. The slice cuts are located at x = 0-0.9C. The iso-surface of &, = 0.1 in cav-

itating flow is also plotted in the right column.
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FIG. 9. Distribution of QC?/U2, for the time-averaged flow field: (a) wetted flow
and (b) cavitating flow. The black solid circles indicate the radii of maximal azi-
muthal velocity. The cross-sections are taken at the streamwise location x = 0.3C,
with a perspective from rear to front.

is reduced due to the rotation and the gradient of azimuthal velocity is
very large; in the region II, turbulence and viscosity affect the fluid,
and the maximum azimuthal velocity is inside this region; the vortex
rolls up and merges to the inside region in the region III; in the region
1V, the viscous effect is negligible. These four regions are shown clearly
in Fig. 9—the regions I and II are marked by the dark red and blue
region with intense values of Q, while the regions III and IV are shown
by the roll-up layers with Q of alternative signs.

The main difference in Figs. 9(a) and 9(b) is within the regions I
and II. When the cavitation occurs, the gaseous region appears at the
center of the vortex; hence, the size of the regions I and II are enlarged
due to the displacement effect. As a consequence, the size of the vortex
core noted by the viscous diameter r, is increased in the cavitating
flow. However, the outer parts are nearly unchanged. Following the
model in Fig. 10(a) and combining the observation in Fig. 9, a
conceptional model is proposed for cavitating tip vortex as depicted in
Fig. 10(b). The cavitating vortex model shares the same feature as that
in Fig. 10(a), with four distinct regions marked as I-1V, albeit that the
radii of each region are altered. Region I expands while the regions II
and IIT shrinks, as compared with those in Fig. 10(a).

Figure 11 shows the profiles of instantaneous velocity and pres-
sure at x/C = 0.1 for wetted and cavitating flows. This location is cho-
sen not to be too close to the wingtip so that the effect of shedding
boundary layer is eliminated and the tip vortices are developed. The
results at other downstream locations also have the similar characteris-
tics. As shown in Fig. 11, the instantaneous radial and azimuthal veloc-
ities are not axisymmetric as the tip vortex is not circular due to the

(a) \\ (®)
9

FIG. 10. Tip vortex models showing the roll-up of the vortex sheet and the different
flow regions: (a) wetted flow and (b) cavitating flow. The white solid circle within
region Il indicates the diameter r,, of the viscous core.
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FIG. 11. Comparison of instantaneous velocity and pressure profiles at x/C = 0.1
in wetted and cavitating flows. The dashed lines represent the quantities in wetted
flow and the solid lines represent the ones in cavitating flow. The blue lines are
u/U..; the black lines are v/U..; and the red lines are pressure p/(pU2).

vortex roll-up effect. For instance, the velocity deficit of v near z/C
= —0.01 is due to the spiral arm of the vortex sheet. However, we sep-
arate different flow regions in this study according to the radius for the
sake of simplicity. The vertical green lines in Fig. 11 show the four
regions of the tip vortex model in the cavitating flow. Region I is a cav-
ity region with a quasi-constant pressure. According to Fig. 11, this
cavity edge is slightly larger than that of maximal azimuthal velocity,
and a significant difference between wetted and cavitating flows
can be seen in the regions I and II. The axial velocity in the core of
vortex in wetted flow is driven by the axial pressure gradient
0p/0x, which depends on the growth of vortex core, the gain in
circulation in the roll-up process, and the effects of the boundary
layer.” When the cavitation is present, the core pressure is nearly
equal to the vapor pressure, and the axial pressure gradient is,
therefore, reduced in this region. This leads to the suppression of
the axial velocity in the region I of the cavitating flow. Similarly,
the radial velocity gradient dp/dr, which balances the centrifugal
acceleration pu}/r, is also reduced in the cavitating flow, resulting
in a more quiescent circumferential flow in region I. Discontinuity
of the radial gradient of azimuthal velocity close to the edge of cav-
ity is found. It is caused by the non-zero mass transfer between the
two phases, which was also presented in Ref. 51.

In the analysis above, we build up a qualitative model for the tip
vortex. In the following, we pursue the scaling law of the azimuthal
velocity and show its relation to the classical vortex models. In Fig. 12,
we scale the time-averaged azimuthal velocity profile at different loca-
tions ranging from x = 0.5C to x = 1.0C in both the wetted and cavi-
tating flows against the combined spatial coordinate z/+/xC. Note that
the vortices are centered at different positions at different streamwise
locations, so we shift individual velocity profiles in Figs. 12(a) and 12(b)
so that their origins coincide.

Azimuthal velocities at different streamwise locations collapse
well for both wetted and cavitating flows, especially in the inner
regions I and II dominated by viscosity. This implies a similarity of the
velocity viewed in the combined coordinate z/+/xC. It is also shown

Phys. Fluids 33, 093316 (2021); doi: 10.1063/5.0064717
Published under an exclusive license by AIP Publishing

33, 093316-8


https://scitation.org/journal/phf

Physics of Fluids

—

(a)

0.5 0.5
§ 0 / s 0
=
S T~ I S
-0.5 = I -0.5
W
1 \V/ — — —Lamb-Oseen 1 ~ 7 7 Lamb-Oscen
-0.08 -0.04 0 0.04 0.08 -0.08 -0.04 0 0.04 0.08

2/VaC 2/VaC

FIG. 12. Distribution of time-averaged azimuthal velocity in (a) wetted and (b) cavi-
tating flow. The horizontal axis is normalized by the chord length C and the stream-
wise coordinate x. The vertical axis is normalized by the maxima of each line.

that the velocity profiles in Fig. 12(a) agree with the Lamb—Oseen vor-
tex model up to the region II. The Lamb—Oseen model is given by

2

uo=L(1*€ Z>, r, = 2\/vty, )
2mr
where I is the circulation, and the length scale r,, is the viscous radius
representing the region that viscosity can affect at time t,. It is shown
in Fig. 12(a) that the temporally evolving Lamb—Oseen vortex is
related to the spatially developing tip vortices by marching the charac-
teristic viscous timescale as

t, =x/U, (6)

where x is the streamwise coordinate. Then the length scale of the vis-
cous radius becomes

ry = \/Ey (7)

which is the length scale used in Fig. 12. This analogy is valid only if
the motion of the tip vortex can be decoupled into streamwise advec-
tion and planar diffusion. In other words, the tip-vortical motion can
be view as a planar diffusion in a reference frame traveling with the
background convection velocity and along the trajectory of the vortex
core. This is confirmed by Fig. 12(a) where the velocity profiles col-
lapse well when the spatial coordinate z is scaled with v/xC in the
range of x/C = 0.5-1.0. It is checked that this agreement cannot be
achieved by scaling z with x, and the azimuthal velocities at x < 0.5C
do not have this scalable property, presumably because the similarity
is not established yet too close to the wingtip. Also, the spatial resolu-
tion restricts us from making an accurate comparison in the far wake.

In Fig. 12(b), the change introduced by cavitation is modeled into
the modified Lamb—Oseen vortex model by displacing and re-scaling
the viscous core region as

ar, 0<r<r

uy = r ( !
1—e
27!

>

(®)

<

>7 r/:(r—rd) TZTm

where 7, is the radius of cavitation core and r, is the effective displace-
ment radius. This is again a reflection of the fact that the kinematic
effect of cavitation is to displace the vortex core outward, but without
changing the velocity in the outer regions. The velocity profile given
by Eq. (8) is plotted in Fig. 12(b) for comparison, with a ~ 25.4.
However, both the original and modified Lamb—Oseen models
under-predict the velocity out of the viscous region, which can be seen
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from the discrepancy between the numerical results (solid lines) and
the simplified model (dashed lines) in Figs. 12(a) and 12(b), especially
at z> 0. The difference is, on the one hand, due to the spiral shape of
tip vortices, which does not exactly match the axisymmetry assump-
tion in Lamb—Oseen’s model. On the other hand, the Lamb—Oseen
model is a laminar model, which does not take into account the effect
of turbulence diffusion.

D. Meandering motion

In the previous sections, vortex models are built in the sense of
the average flow, but the actual tip-vortical flow is developing in space
and fluctuating in time. To characterize this non-uniform and
unsteady features, we separate the fluctuation and the base flow of the
tip vortex. In this section, we focus on the fluctuations of the vortices
at specific streamwise sections, while the spatial-temporal correlation
will be presented in the next section.

Here, the locations of W40 Winins Vimaxw and v,,;, are identified, as
shown in Fig. 13. After the tip vortices are well developed, 400 snapshots
with a time interval of 0.001 are analyzed. Figure 13(a) shows the results
in the wetted flow, and Fig. 13(b) presents the ones in the cavitating
flow, in four different downstream locations 0.1C, 0.3C, 0.6C, 1.0C.
According to Figs. 5 and 13, the vortex is directed to the suction side
and the root of the hydrofoil. The shift of the vortex core in the y-direc-
tion is more evident than in the z-direction. As expected, at a certain
streamwise cross section, the vortex core sizes in cavitating flow shown
in Fig. 13(b) are larger than those in the wetted flow in Fig. 13(a)
because of the presence of the cavity. The distributions of maximum
and minimum velocities seem to tend to align more cohesively near the
circle further downstream. The change of locations of Winax» Winins Vinax
and vy, in time is stronger near the tip than in further downstream,
and it has different preference in the wetted and cavitating flows. In the
cavitating flow, the variation of the velocity maxima is nearly tangent to
the circular cavity as shown in Fig. 13(b), while the variation in the wet-
ted flow moves normally to the tip vortex edge shown in Fig. 13(a). We
can say that this difference is due to the secondary vortex found in the
cavitating case which is rolled-up and supplies vorticity into the region
II. The enhanced rotational motion presumably dominates other varia-
tions in the cavitating case and leads to stronger fluctuations in the cir-
cumferential direction than in the radial direction. To further analyze
quantitatively the geometry of the tip vortices and the impact of
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FIG. 13. Locations of Wiax, Wmins Vmax» @nd Vmin: (@) wetted flow and (b) cavitating
flow. Squares are the locations of the extrema of v and diamonds are the locations
of the extrema of w. Red markers are the maxima and blue markers are the min-
ima. Circles are the circumcircles given by averaged locations of velocity extrema,
sorted from top to bottom as x/C = 0.1, 0.3, 0.6, 1.0.
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cavitation, we calculate the statistics of the sizes and locations for the
vortex core as a function of downstream distance in Fig. 14.

Figure 14 shows the variation of vortex core radius and locations as
functions of the streamwise coordinate. The center and the radius of a
vortex core are defined as the center and the radius of the circumcircle
determined by the velocity maxima in Fig. 13. It is evident that the core
size of the tip vortex in the cavitating flow is always larger than that in
wetted flow at any cross section, and in both cases, the core radius
increases slowly downstream. The former result is consistent with our
previous argument that the effect of cavitation is to enlarge the viscous
radius of vortices. In Fig. 14(b), the locations of the vortex center are
compared for the two cases and no significant difference is found, which
means that the meandering motion is weak in the near field of both the
wetted and cavitating flows. This confirms that the location of the tip
vortex is determined by external flow conditions, such as the geometry of
the hydrofoil and the inflow conditions, and that the simulation of wet-
ted flow is adequate to predict the location where cavitation is to occur.

E. Wave-like surface

As seen in Fig. 5, the iso-surface of Q in both wetted and cavitat-
ing flows has a wave-like feature. To study quantitatively the wavy
motion of the tip vortex core, the correlations of velocity in time and
in certain downstream locations are analyzed to study the surface
wave. The correlation coefficient is expressed as

(W (t, )W (t + At, x + Ax))
(w2(t, %)) (w2(t + At, x + Ax))/*

Ry (At, Ax) = 9

The average (-) is defined as the time average and w’ is the veloc-
ity fluctuation in the normal direction. Ry, (At, Ax) with AtU,,/C
= (0,0.4] and Ax/C = 0, 0.05, 0.10, 0.15, and 0.20 are calculated by
using the numerical results at x = 0.9C, 0.95C, 1.0C, 1.05C, 1.1C.
The results in the wetted and cavitating flows are shown in Figs. 15(a)
and 15(b), respectively. With the increasing of Ax, the peaks of R,,,,
move forward like traveling waves. According to Figs. 15(a) and 15(b),
the velocity of the surface wave in tip vortex is Uy/Us
= AxC/(AtUy) =~ 0.87m/s and smaller than the incoming flow.
Comparing the results in the wetted and cavitating flows, the correla-
tions of wetted flow keep better similarity in different Ax than that in
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FIG. 14. Spatial description of the tip vortex: (a) vortex core radii and (b) vortex
core locations. Statistics is sampled at the streamwise locations ranging from
x/C = 0.1 to x/C = 1.0 with an increment of 0.1. Time-averages are denoted by
the over-bar and plotted as the markers; standard deviation is denoted as S(-) and
plotted as the vertical error-bars. Subscript v represents the properties of the vis-
cous cores of vortices. Blue markers are for wetted flow, while red markers are for
cavitating flow. In (b), the blue dashed curves are corresponding to the left y-axis
while the red curves are corresponding to the right y-axis.
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FIG. 15. The correlation coefficient Ry (At, Ax): (a) wetted flow and (b) cavitating
flow.

the cavitating flow, which reveals that the cavity causes further com-
plexity in tip vortex. According to Fig. 15, the surface wave has a dom-
inating propagating mode moving with a velocity of Uy, /U, = 0.87.
The non-dimensional frequency of this surface wave is

P 2nfr. _ 21Uy 1.

Us JxUso

~ 0.24, (10)

with a mean cavity radius r. = 0.0070C and a wavelength 4, = 0.16C
from the numerical results.

The numerical results are confirmed by compared to the theory
of Bosschers.”' The cylindrical coordinates (r,0,() are used herein
and after in the Appendix for analyzing the tip vortex where the
(-direction is the same as the x-direction in the Cartesian coordinates.
From the numerical simulations, the following parameters are mea-
sured: the averaged non-dimensional mean axial velocity on the inter-
face of cavity ii;./Uyx ~ 1.1, the cavitation number ¢ = 1.8, the
mean viscous radius r, = 0.0136C, and the mean cavity radius
r. = 0.0070C. By substituting these parameters into the dispersion
equation, the non-dimensional frequency is plotted for different
K = kyre in Fig. 16. It is seen that the non-dimensional frequency of
surface wave at x = 0.9C is close to the theoretical results. The results
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FIG. 16. Non-dimensional dispersion diagram according to the dispersion equation
of Bosschers®' given in Eq. (A1) in the Appendix for the cavity deformation modes:
breathing mode, helical mode, double helix in dashed, dotted, and solid lines,
respectively. The black circle represents the present numerical result at x = 0.9C.
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indicate that the helical mode is the dominating mode, consistent with
the experimental results of Pennings,” as seen in the Appendix.

IV. CONCLUSIONS

In this study, both the wetted and cavitating flows around a sta-
tionary elliptical hydrofoil with a cross section of NACA16-020 were
simulated to study the tip vortex cavitation problem. To capture the
small-scale structure in tip vortex, large eddy simulations with
Smagorinsky and WALE models were carried out. A local refinement
mesh ensuring 16 grids inside the tip vortex core and a total of 8.4 mil-
lion cells are used. The numerical setup was validated by comparison
with the experimental results. We adopted the Schnerr—Sauer cavita-
tion model for the phase transport modeling. For the case with an
angle of attack 10° and Re = 4.75 x 10°, the numerical results with or
without the cavitation model were presented.

Comparing the results of wetted and cavitating flows, it was
found that the cavitation induces a boundary layer separation with
larges increases in the vorticity at the cavity. The axial and azimuthal
velocities inside the cavity are smaller than ones in wetted flow. The
gradient of pressure inside the cavity is around zero. Unlike the enstro-
phy in wetted flow in which the stretching term is dominating, the
enstrophy term in the cavitating flow is also dominated by the dilata-
tion and baroclinic torque terms.

To describe the tip-vortical flow features, two tip vortex models
with and without cavity were built, and a quantitative comparison
against the simplified vortex model of Lamb—Oseen was made. We
found that the azimuthal velocity profile scales with the combined
coordinate z/+/xC instead of z/C, and the spatially evolving tip vortex
can be transferred to the temporally decaying Lamb—Oseen vortex by
marching the characteristic vorticity diffusion timescale ¢, = x/U.
This implies that the swirling motion of the tip vortex is self-similar
and can be decomposed into streamwise advection and planar
diffusion.

Furthermore, the statistics of the geometry of tip vortices are
compared. It was observed that cavitation has a slight influence on the
location and shape of the tip vortex. The meandering motion is weak
near the tip. Meanwhile, the vortex intensity is increased by cavitation
as well, which is owed to the dilatation and baroclinic torque terms in
the enstrophy equation.

A velocity correlation analysis of space and time was made.
According to the correlation analysis, it was revealed that the tip vortex
surface wave moves slower than the incoming flow and the cavity
introduces further complexity to the tip vortex. The correlation analy-
sis is verified by comparing with Bosschers’s’' and Pennings’s”” work,
and the helical mode was found to be the dominating mode.
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APPENDIX: DISPERSION EQUATION

To validate our numerical analysis, the analytical dispersion
relation for a 3-D columnar vortex cavity’' and experimental mea-
surements’” is used. With the assumption of potential flow and
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viscous effect correction, the dispersion relation for a 3-D columnar
N . > 31 .
vortex cavity was obtained by Bosscher’s work,” i.e.,

-
w1
Usx

—|x|K, (Ixe])

= Uk + tgen £ VKs X (‘KD
n

" (k,n) =

Ty, (A1)

where 7 is the mode number, as seen in Fig. 17. The mode n =0 is
a breathing mode and leads to volume variations; the mode n=1is
only related to a displacement of the vortex centerline and named
as helical mode; mode n =2 is the double helix mode that involves
an elliptical shape of the vortex cross section. The cylindrical coor-
dinate (r, 0, {) is more convenient for the analysis of 3-D columnar
vortex and is used here. 1y is the azimuthal velocity of the vortex,
and uy is the axial velocity defined same as u, in this study. o is the
non-dimensional frequency, k = k;r. = kyr, and r. is the mean
cavity size. ii;. and i1y, are the non-dimensional mean axial and azi-
muthal velocity on the cavity edge, respectively. K, can be consid-
ered as a stiffness term in the non-dimensional form:

r2

Ks(o,7c,1y) = 0=
sy ety bl
T

with ¢ is the cavitation number defined with U, and r, is the
mean viscous tip vortex core. K, is the modified Bessel function of
the second kind with order n, and K;l is the first derivative of K,
with respect to its argument. T,, is related to the surface tension.
Here, the contribution of surface tension is neglected and T, = 1.
The mean azimuthal velocity on the cavity edge can be modeled by
cavitating Lamb—Oseen vortex, i.e.,

2
T

2 2"
vl n

l)()c:\/g

There is no existing model for ii¢.. In Bosschers’s work,”" &1z, = 1 is
used.

The modified Bessel function can be simplified for limiting
values of the axial wavenumber seen in Ref. 52, and then the disper-
sion equation (A1) becomes

@ (1c,n) =l + tigen = VKov/n, ¥n >0,

When n = +17, in which the sign symbol in front of 1 corresponds
to the first sign symbol in Eq. (A2) and the superscript sign symbol
corresponds to the second sign symbol in Eq. (A2), and k < 1, we
have @ (x,n) — ug k. The non-dimensional frequency @ only

k<1l (A2)

FIG. 17. Deformation modes of the vortex cavity.
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TABLE I. Conditions for the cavitation tunnel tests of Pennings32 at an AOA of 7° with a cross section of NACA 66, — 415 and the present numerical simulation at an AOA of
10°, including the mean viscous tip vortex core r,, mean cavity size r, cavitation number o, tunnel velocity U,,, Reynolds number Re based on the chord length at the root C.
The non-dimensional mean axial and azimuthal velocities at the cavity interface u;. and ug. are also listed.

r, (mm) r. (mm) 100 r./C o Uy Re e Uge
Present 1.36 0.70 0.70 1.80 4.77 4.75 x 10° 1.10 0.61
Case A in Penning’s’” 1.20 0.48 0.38 2.33 6.26 8.95 x 10° 1.25 0.4

depends on the axial velocity on the cavity edge ii¢; thus, the helical
mode with n = 417 is also called as a convective line.

The conditions for the experimental cavitation tunnel in
Pennings’s work’” and the numerical cavitation tunnel in this study
are shown in Table I. A stationary elliptical hydrofoil with cross-
section NACA 66, — 415 at an AOA of 7° is used.”” The mean vis-
cous tip vortex core r,, mean cavity size r,, cavitation number o,
tunnel velocity Uy, Reynolds number Re based on the chord
length at the root C, and the non-dimensional mean axial and azi-
muthal velocity at the cavity interface u; and ug. are listed in
Table 1. The parameters corresponding to the numerical study are
also listed. Although the setup of these two cases is different, it is
quite similar. The wavenumber-frequency diagram of Pennings’s
work’” showed that for the case without the singing of vortex, the
helical mode, also called as convective line n = +1~, is dominat-
ing, while for the singing case, the dominating mode becomes
different. Our numerical simulation is consistent with the experi-
mental measurements.

DATA AVAILABILITY

The data that support the findings of this study are available
from the corresponding author upon reasonable request.
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