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Neural Machine Translation

To superhuman performance

Yet...
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Neural Machine Translation

You recently notified us of the possibility that copyrighted
material was being made available through our website.

Sie haben uns vor Kurzem von der Überzeugung in Kenntnis
gesetzt, dass urheberrechtlich geschütztes Material auf unserer
Website kostenlos verfügbar ist.
You recently notified us of a belief that copyrighted material
was being made available at no cost through our website.

https://unbabel.com/blog/machine-translation-customer-service/
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Neural Machine Translation

If you live just 20 kilometres away from San Diego, you may
consider driving to the Westfield Mission Valley mall and
collecting it yourself.

Si vous habitez à seulement 20 milles de San Diego, vous
pouvez envisager de vous rendre au centre commercial
Westfield Mission Valley et de le récupérer vous-même.
If you live just 20 miles from San Diego, you may consider
driving to the Westfield Mission Valley mall and collecting it
yourself.

https://unbabel.com/blog/machine-translation-customer-service/
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Neural Machine Translation

It looks like it took a while for the subscription to be marked
inactive but it is cancelled now.

Es scheint, dass es eine Weile gedauert hat, bis das
Abonnement als inaktiv markiert wurde.
It looks like it took a while for the subscription to be marked
inactive.

The contract is understandable.

Le contrat est compréhensible, veuillez nous appeler dès
que possible.
The contract is understandable, please call us as soon as
possible.

https://unbabel.com/blog/machine-translation-customer-service/
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Le contrat est compréhensible, veuillez nous appeler dès
que possible.
The contract is understandable, please call us as soon as
possible.

https://unbabel.com/blog/machine-translation-customer-service/

Quality Estimation and Automatic Post-editing in the Neural Machine Translation Era 9 / 44

https://unbabel.com/blog/machine-translation-customer-service/


The Neural Machine Translation Era Quality Estimation Automatic Post-Editing

Neural Machine Translation

Packages 1 and 2 both charge a monthly fee, as these have
additional features to Package 1.

Pakketten 1 en 2 vragen elk een maandelijks bedrag, omdat
deze extra functies hebben voor Pakket 1.
Abonnements 1 and 2 both charge a monthly fee, as these
have additional features to Abonnement 1.
https://unbabel.com/blog/machine-translation-customer-service/
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Ways to improve on NMT

In all cases: very fluent MT!

Better NMT!

Document-wide translation
Coverage mechanism
External knowledge (e.g. terminology)
...

Predicting quality to inform users: Quality estimation

Fixing the NMT output: Automatic post-editing
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Quality Estimation

QE: metrics that provide an estimate on the quality of
translations on the fly

Quality defined by the data: purpose is clear, no
comparison to references, source considered

Quality = Can we publish it as is?

Quality = Can a reader get the gist?

Quality = How much effort to fix it?

Quality = Which words need fixing?
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Levels of granularity
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Word-level QE: labels

Predict binary GOOD/BAD labels

Predict general types of edits: replace, delete, keep
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Word-level QE: labels

Predict specific errors. E.g. MQM
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“Traditional” framework
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“Neural” framework

POSTECH model

Predictor-estimator sequential approach

Predictor: encoder-decoder RNN model to predict
words based on their context, generating representations
of good translations
Estimator: RNN model to produce quality estimates for
words, phrases and sentences

Hyun Kim, Jong-Hyeok Lee and Seung-Hoon Na. Predictor-Estimator using Multilevel
Task Learning with Stack Propagation for Neural Quality Estimation. WMT17
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“Neural” framework - Predictor
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“Neural” framework - Estimator
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“Neural” framework - BERT/XLM/Laser predictor
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“Neural” framework with BERT/XLM/Laser

Unbabel’s predictor-estimator

Transformer-based predictor

Transfer learning: pre-trained language models as feature
extractors: multilingual BERT and XLM

Fine-tuning: continuing predictor LM training on
in-domain data
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QE - sentence-level SOTA (WMT18)

Predicting HTER, English–German SMT:
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QE - sentence-level SOTA (WMT19)

Predicting HTER, English–German NMT:

Same test set as 2018
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QE - word-level SOTA (WMT18)

Predicting good/bad labels, English-German SMT vs NMT:
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QE - word-level SOTA (WMT19)

Predicting good/bad labels, English-German NMT:

Same data as 2018, F1 = F1-mult
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What helps - winning submission (WMT19)

Ensembling of multiple models, English-German NMT:
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Conclusions - QE

Predicting NMT quality is harder than for SMT
Higher quality of NMT
Lower predictability of errors

Performance on general data not clear
Task to predict DArr scores on news data at WMT19

Word-level prediction really important, even harder!
Usefulness on any level still to be investigated
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Task

Automatically fix the MT output:

Goals:

Minimise human post-editing effort
Assume MT system is black-box
Adapt general MT system to domain or translator

Figures by Santanu Pal
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Approach

Translate from broken into good target language

Trained using post-edited data: <source, MT, PE> or
<MT, PE>

Same neural models as MT, but:

Source taken into account - multi-source models
Pre-trained representations for encoder/decoder (BERT)
Data augmentation with synthetic errors, often via
back-translation
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Approach

Back-translation

SRC In patients with chronic renal failure, there is a pre-
disposing development of metabolic acidosis.

MTEN−DE Bei Patienten mit chronischer Niereninsuffizienz
kommt es vorab zu einer metabolischen Azidose.

MTDE−EN In patients with chronic renal insufficiency, metabolic
acidosis occurs in advance.
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Approach

Other strategies for data augmentation:

Randomly generate HTER operations to match stats of
original APE data

Word-level QE to generate substitutions and deletions

Replicate errors from the APE data if 1-2 right/left word
contexts are the same

Replicate trivial errors like missing quotes (grammar
correction) - works best
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Baseline and evaluation

Baseline:

“Do nothing” - keep MT as is

Evaluation:

TER ↓: edit distance between APE-fixed MT and human
PE
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Performance

1st generation: monolingual SMT models to fix RBMT
→ very effective

2nd generation: monolingual NMT/SMT models to fix
SMT → effective enough

Currently: monolingual NMT models to fix NMT → not
so effective....
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APE - SOTA (WMT18)

HTER for English–German, SMT:

Best system: -6.24 HTER (24.24 → 18.0)

Steady increase: +0.3 in 2015, -3.24 in 2016, -4.88 in
2017, -6.24 in 2018

Figures from Findings of the Automatic Post-Editing Task at WMT18/19
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APE - SOTA (WMT18)

HTER for English–German, NMT:

Best system: -0.38 HTER (16.84 → 16.46)

Correcting NMT output is a harder task

Figures from Findings of the Automatic Post-Editing Task at WMT18/19
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APE - SOTA (WMT19)

HTER for English–German, NMT:

Best system: -0.78 HTER (16.84 → 16.06)

Same data... Correcting NMT output is still hard

Figures from Findings of the Automatic Post-Editing Task at WMT18/19

Quality Estimation and Automatic Post-editing in the Neural Machine Translation Era 39 / 44



The Neural Machine Translation Era Quality Estimation Automatic Post-Editing

APE - SOTA (WMT19)

HTER for English–German, NMT:

Best system: -0.78 HTER (16.84 → 16.06)

Same data... Correcting NMT output is still hard

Figures from Findings of the Automatic Post-Editing Task at WMT18/19

Quality Estimation and Automatic Post-editing in the Neural Machine Translation Era 39 / 44



The Neural Machine Translation Era Quality Estimation Automatic Post-Editing

APE - SOTA (WMT18-19)

Do systems over or under-correct?

SMT: top systems modify 79-82% of sentences

Expected: 85% of sentences

NMT: top systems modify 4-39% of sentences

Expected: 75% of sentences

Do systems make right corrections?

SMT18: 55% of corrections are right

NMT18: 34% of corrections are right

NMT19: 45% of corrections are right

Findings of the Automatic Post-Editing Task at WMT18/19
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What helps in the winning submission

Unbabel’s submission

Encoder and decoder initialised with the pre-trained
weights from multilingual BERT

To avoid over-correction, penalty during beam decoding
to constrain output to be as close as possible to input

MT-REF pairs produced by in-domain training data to
augment APE data
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Conclusions - APE

Fixing NMT is harder than fixing SMT

NMT quality is already very good
TER distribution in very skewed
NMT errors are less systematic, often “human-like”

More promising for black-box, out-of-domain MT

Larger PE datasets could help
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Conclusions

Machine translation is better but far from perfect

Quality estimation

Can learn different types of quality
Important with NMT, but harder: NMT too fluent

Automatic post-editing can still be useful

Systems under-correct and make fewer correct changes
Can be due to similarities in NMT and APE architectures

General or “out-of-domain” cases are more promising

Upper and lowerbounds are better defined for APE

Utility of QE and APE in practice - open questions
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