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Introduction
oe

Verb Learning

» Focus on
+ Action verbs: move, go, store
+ Perceptible goal: in(object12, pantry)
+ Composition of known primitives: pick-up(object12), put-down(object12,
pantry)

+ Goal of verb comprehension

+ Agent be able to map the novel verb word to an action
- Agent be able to instantiate an action with the required objects
« Agent be able to execute the required action

+ Learning Mechanism

- Interactive instruction

« Retrospective projection
« episodic memory of performing the task in an instructed trial
- generalize from that specific, situated experience
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Interaction Cycle
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rule-1

If operator is OPstore and CLOSED (pantry)

--> execute open (pantry)

rule-2

If operator is OPstore and argl is [A21] and OPEN (pantry)

--> execute move ([A21] ,pantry)

rule-3

If operator is OPstore and arg is [A21], and IN([A21] ,pantry) and OPEN (pantry)
--> execute CLOSE (pantry)
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Acquisition Model

Generality of instruction

Reasons about and removes instructions (actions) that do not occur in the causal link
Move the red block to the pantry.

The goal is red block in the pantry.

Pick up the red block.

Put the block in the garbage.

Pick up the red block.

Put the block in the pantry.
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Acquisition Model

Generality of situation

Reasons about the situation, rather than memorizing steps

Scenario 1

State: ~-Holding

Command: Move the red block to the pantry.

Actions: Pick up the red block, Put the block in the pantry.
Scenario 2

State: Holding(red block)

Command: Move the red block to the pantry.

Actions: Put the red block in the pantry.
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Verb Representation

[ Template [ Goal | Policy I
move [obj] to [loc] in(obj, loc) pick-up(obj), put-down(in, obj, loc) 9
move [obj] to the | in(obj, loc) pick-up(obj), put-down(left, obj, loc) 9
left of [loc]
move [obj] to the | in(obj, loc) pick-up(obj), put-down(right, obj, loc) 9
right of [loc]
shift [obj] to [loc] in(obj, loc), closed (loc) 1. open(loc), pick-up(obj), put-down(in, | 13

obj, loc), close(loc)
2. open(loc), move(in, obj, loc), 11
close(loc)
store [obj] in(obj, pantry), closed | open(pantry),move(in, obj, pantry), | 11
(pantry) close(pantry)
discard [obj] in(obj, garbage) move(obj, in, garbage) 7
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Verb Representation

Implicit and Explicit Argumentation

[ Template [ Goal | Policy I
move [obj] to [loc] in(obj, loc) pick-up(obj), put-down(in, obj, loc) 9
move [obj] to the | in(obj, loc) pick-up(obj), put-down(left, obj, loc) 9
left of [loc]
move [obj] to the | in(obj, loc) pick-up(obj), put-down(right, obj, loc) 9
right of [loc]
shift [obj] to [loc] in(obj, loc), closed (loc) 1. open(loc), pick-up(obj), put-down(in, | 13

obj, loc), close(loc)
2. open(loc), move(in, obj, loc), 11
close(loc)
store [obj] in(obj, pantry), closed | open(pantry),move(in, obj, pantry), | 11
(pantry) close(pantry)
discard [obj] in(obj, garbage) move(obj, in, garbage) 7
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Verb Representation

Goal Predicates

[ Template [ Goal | Policy I
move [obj] to [loc] in(obj, loc) pick-up(obj), put-down(in, obj, loc) 9
move [obj] to the | in(obj, loc) pick-up(obj), put-down(left, obj, loc) 9
left of [loc]
move [obj] to the | in(obj, loc) pick-up(obj), put-down(right, obj, loc) 9
right of [loc]
shift [obj] to [loc] in(obj, loc), closed (loc) 1. open(loc), pick-up(obj), put-down(in, | 13

obj, loc), close(loc)
2. open(loc), move(in, obj, loc), 11
close(loc)
store [obj] in(obj, pantry), closed | open(pantry),move(in, obj, pantry), | 11
(pantry) close(pantry)
discard [obj] in(obj, garbage) move(obj, in, garbage) 7
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Verb Representation

Hierarchical Policy

[ Template [ Goal | Policy I
move [obj] to [loc] in(obj, loc) pick-up(obj), put-down(in, obj, loc) 9
move [obj] to the | in(obj, loc) pick-up(obj), put-down(left, obj, loc) 9
left of [loc]
move [obj] to the | in(obj, loc) pick-up(obj), put-down(right, obj, loc) 9
right of [loc]
shift [obj] to [loc] in(obj, loc), closed (loc) 1. open(loc), pick-up(obj), put-down(in, | 13

obj, loc), close(loc)
2. open(loc), move(in, obj, loc), 11
close(loc)
store [obj] in(obj, pantry), closed | open(pantry),move(in, obj, pantry), | 11
(pantry) close(pantry)
discard [obj] in(obj, garbage) move(obj, in, garbage) 7
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# expert-learner interactions

Flexible Instruction

[l acknowledgements
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Nuggets and Coal

- Nuggets

- arepresentation that encodes diverse knowledge
« flexible, agent-driven learning paradigm
- integrated with comprehension and dialog processing

« Coal

+ not complete, currently only represents and learns conjunctive goals and
achievement policies
+ not rigorously evaluated in HRI contexts
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