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A Hardware Semantic 
Cache 



¡ Soar’s semantic memory was designed for efficiency 
§ simple, consistent, well-defined data structure 
§ small set of efficient retrieval modes 
§ we don’t need to build an SQL server 

¡ Requirements suit hardware 
§  fine grained parallelism 
§  lots of transistors 
§  limited switching activity ⇒ low power 

¡ Opportunity to support new features 
§ Base-level activation 
§ Spreading activation 

¡ A stepping-stone to episodic memory 

We are building hardware for Soar. 
Why start with semantic memory? 



¡ Semantic memory objects consist of one or more 
working memory elements (WMEs): 

{Long Term Identifier (LTI), Attribute, Value} 
¡ A cue-based retrieval specifies WMEs to match 

§ Exact match of attribute and value 
Exact match of an LTI value 
Exact match attribute, but with any value  

§ Where multiple objects match, the one with highest activation 
is retrieved  

§ A cue can be modified with the LTIs of objects that must not 
match – so you can iterate over objects that match a cue  

¡ Stores and retrievals send or receive an object and 
its immediate augmentations (WMEs) 
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Soar semantic memory refresher 



¡ Scalable to very large knowledge bases 
§ for general agents 
§ persist for long periods 

¡ Low latency 
§ real time reactivity 
§ deeper search, richer knowledge representation 

¡ New features 
§ base-level activation 
§ spreading activation 
§ parallel with decision cycle 
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Requirements 



¡ We know how to make large, scalable, high-performance 
memory systems: memory hierarchy and vir tual memory .   
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Our Answer: 
Hierarchy and Virtual Memory 



Differences between semantic and conventional computer 
memory are opportunities for optimisation. 
Soar semantic memory uses: 
¡ Cue-based retrieval 
¡ Multiple cues 
¡ Multiple matches to a cue 
¡ Activation 

§  explicit requirement to return the object with the highest 
activation 

§ a good match with hierarchical memory 
temporal locality: expected due to context  
spatial locality: (adjacent LTIs) may occur 

¡ Spreading activation 
§   can exploit the spatial locality explicit in the data structure 

Why not just use the memory hierarchy 
of a conventional computer? 



Semantic memory system organisation 



First step: semantic cache 



Semantic cache microarchitecture 
RCAM 
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¡ Deals neatly with variable-sized objects 
§ Any WME can occupy any row in memory 
§ No problems with fragmentation 

¡ Parallel cue-based search 
§ Each extra cue requires only one extra memory clock cycle 

¡ Leverages conventional CAM 
¡ The RCAM is useful for other Soar hardware 

§ Many different operations can be performed using the 
selection scheme 

§ A selection stack can be added for nested iterations 
§ Value comparisons (e.g. >=0, <0, =0) are possible for working 

memory operations 

11 of 34 

Benefits of this structure 



1.  Select all used rows 
that match the first cue 

2.  For each additional cue: 
deselect all rows that 
do not match the cue 

3.  Read the LTI of the first 
selected row 

4.  Deselect all rows and 
then select all rows 
that match the LTI 

5.  While there are rows 
selected: 
read the first selected 
row and deselect this 
row 
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Cue-based retrieval example 
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¡ Xilinx Virtex 4 XC4SX55 
§  32-bit PCI interface to PC 
§  20ns memory clock cycle time 
§  20us latency for a cue-based retrieval 

(mainly bus latency!) 
§  c.f. 189us for 400MB SQL semantic memory1 

§  but a small FPGA – 32 WMEs only 

¡ Improvements 
§  XC7V2000T FPGA has capacity for 4096 WMEs 

Memory latency would still be hidden behind bus latency 
§  Expect much greater density from an ASIC 

(e.g. CAMs with capacity for 100k WMEs are available2) 
§  64-bit PCIe would improve latency 

1.  Derbinsky, Laird and Smith, "Towards Efficiently Supporting Large Symbolic Declarative Memories,” 10th ICCM, 2010.  
2.  e.g. Renesas 20Mbit Standard TCAM (R8A20410BG) 
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Implementation results 



Peng Wang 
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Long-term Memory 
using Memristors 



What is a Memristor? 

•  Typical structure: metal-oxide-
metal 

•  Demonstrated cell area: 4F2  vs 
12F2  (DRAM main memory) 

•  When a current is applied, it 
changes its resistance as the 
doped region shrinks or expands 

•  The change to resistance persists 
for over 10 years – useful as a 
non-volatile memory element 

Pt

Undoped

Doped

Pt

5nm

15 of 14 Source:  ITRS, “International Tecnology Roadmap for Semiconductors,” 2011.  

  



range of the state variable w and as a memristive system for another,
wider (but still bounded), range of w. This intuitive model produces
rich hysteretic behaviour controlled by the intrinsic nonlinearity of
M and the boundary conditions on the state variable w. The results
provide a simplified explanation for reports of current–voltage
anomalies, including switching and hysteretic conductance, multiple
conductance states and apparent negative differential resistance,
especially in thin-film, two-terminal nanoscale devices, that have
been appearing in the literature for nearly 50 years2–4.

Electrical switching in thin-film devices has recently attracted
renewed attention, because such a technology may enable functional
scaling of logic and memory circuits well beyond the limits of com-
plementary metal–oxide–semiconductors24,25. The microscopic
nature of resistance switching and charge transport in such devices
is still under debate, but one proposal is that the hysteresis
requires some sort of atomic rearrangement that modulates the
electronic current. On the basis of this proposition, we consider a
thin semiconductor film of thickness D sandwiched between two
metal contacts, as shown in Fig. 2a. The total resistance of the
device is determined by two variable resistors connected in series
(Fig. 2a), where the resistances are given for the full length D of
the device. Specifically, the semiconductor film has a region with a
high concentration of dopants (in this example assumed to be pos-
itive ions) having low resistance RON, and the remainder has a low
(essentially zero) dopant concentration and much higher resistance
ROFF.

The application of an external bias v(t) across the device will move
the boundary between the two regions by causing the charged
dopants to drift26. For the simplest case of ohmic electronic conduc-
tion and linear ionic drift in a uniform field with average ion mobility

mV, we obtain

v(t)~ RON
w(t)

D
zROFF 1{

w(t)

D

! "! "
i(t) ð5Þ

dw(t)

dt
~mV

RON

D
i(t) ð6Þ

which yields the following formula for w(t):

w(t)~mV

RON

D
q(t) ð7Þ

By inserting equation (7) into equation (5) we obtain the memri-
stance of this system, which for RON=ROFF simplifies to:

M(q)~ROFF 1{
mVRON

D2
q(t)

! "

The q-dependent term in parentheses on the right-hand side of this
equation is the crucial contribution to the memristance, and it
becomes larger in absolute value for higher dopant mobilities mV

and smaller semiconductor film thicknesses D. For any material, this
term is 1,000,000 times larger in absolute value at the nanometre scale
than it is at the micrometre scale, because of the factor of 1/D2, and
the memristance is correspondingly more significant. Thus, memri-
stance becomes more important for understanding the electronic
characteristics of any device as the critical dimensions shrink to the
nanometre scale.

The coupled equations of motion for the charged dopants and the
electrons in this system take the normal form for a current-controlled
(or charge-controlled) memristor (equations (1) and (2)). The
fact that the magnetic field does not play an explicit role in the
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Figure 2 | The coupled variable-resistor model for a memristor. a, Diagram
with a simplified equivalent circuit. V, voltmeter; A, ammeter. b, c, The
applied voltage (blue) and resulting current (green) as a function of time t for
a typical memristor. In b the applied voltage is v0sin(v0t) and the resistance
ratio is ROFF=RON~160, and in c the applied voltage is 6v0sin2(v0t) and
ROFF=RON~380, where v0 is the magnitude of the applied voltage and v0 is
the frequency. The numbers 1–6 label successive waves in the applied voltage
and the corresponding loops in the i–v curves. In each plot the axes are
dimensionless, with voltage, current, time, flux and charge expressed in units
of v0 5 1 V, i0:v0=RON~10 mA, t0 ; 2p/v0 ; D2/mVv0 5 10 ms, v0t0 and

i0t0, respectively. Here i0 denotes the maximum possible current through the
device, and t0 is the shortest time required for linear drift of dopants across
the full device length in a uniform field v0/D, for example with D 5 10 nm
and mV 5 10210 cm2 s21 V21. We note that, for the parameters chosen, the
applied bias never forces either of the two resistive regions to collapse; for
example, w/D does not approach zero or one (shown with dashed lines in the
middle plots in b and c). Also, the dashed i–v plot in b demonstrates the
hysteresis collapse observed with a tenfold increase in sweep frequency. The
insets in the i–v plots in b and c show that for these examples the charge is a
single-valued function of the flux, as it must be in a memristor.

NATURE | Vol 453 | 1 May 2008 LETTERS

81
Nature   Publishing Group©2008

¡ Digital  
§ High resistance & low 

resistance to represent binary 
values 

¡ Analog 
§ Theoretically, an ideal 

memristor’s resistance has a 
linear relationship with the 
charge that has passed 
through it 

§  In analog applications, we 
can control the resistance by 
controlling the current and 
hence the charge 

Memristor  
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Figure 1: Memristor’s analog properties 

Source: Strukov et al, The Missing Memristor Found, Nature Letter, 2008 



¡ High density 
§ We can pack a great many memristors on a chip 
§ Unlike transistors, you can stack many layers of 

memristors on a chip 
§ The layers of memristors can be built on top of a 

bottom layer of CMOS transistors 

¡ Low power & high speed 

Why use Memristors for long-term 
memory? 
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technologies. Memristive devices appear to be promising for this application

as explained in the following section.

2.2 Memristor

The possibility of using memristors for computing machines with a brain-

like, or neuromorphic, architecture has been mentioned in a variety of recent

publications. Memristor devices are unique in that their resistance change as

current passes through them, giving the device a memory of the past system

state. It can maintain a state for long time without external biasing. Its

hysteresis i-v characteristic is shown with alternating current or voltage as

the input. As memristors can be mad to be very small, and fabricated in a

3D lattice, they hold the promise of very dense memory, i.e., memory with a

large data capacity in a small circuit volume.

2.2.1 Digital Memristors

One immediately obvious application of such a device is as non-volatile cell

bits in memory array, where high (R
off

) and low (R
on

) resistance states are

used to store binary values. According to the statistics from ITRS[2], demon-

strated memristors are able to compete with established NAND gate FLASH

and DRAM in some critical factors such as feature size, power consumption

and switching speed.

Table 1: Demonstrated parameters of memristors [2]

Feature

size(F)

Read

time

Write

time

Retention

time

Write

cycle

Reading

voltage

memristor 5nm < 50ns 0.3ns > 10 years 1012 0.15V

DRAM 36nm < 10ns < 10ns 64ms > 1016 1.8V

FLASH 22nm 0.1ms 0.1ms 10 years 104 1.8V

Research Proposal Page 8Research Proposal Page 8Research Proposal Page 8

Source:  ITRS, “International Tecnology Roadmap for Semiconductors,” 2011.  

  



What does our proposed long-term 
memory look like? 

CAM 

LTI Attribute Value

element 0

element 1

element 2

...

element n-1

Activation

A0

A1

A2

...

An-1

¡ Content addressable 
memory (CAM) for 
storage & parallel 
search 

¡ Activation circuits for 
each memory 
element 
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¡ Base-level activation provides a way to reflect 
the relevance of information in memory 

 
¡ B is computationally complex to maintain and 

severely affects real-time performance in the 
current realization of Soar (Soar Manual) 

¡ We propose dedicated hardware to maintain 
activation 

Activation 

B = ln t j
−d

j=1

n

∑
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¡ Spice simulation based on a memristor model 
extracted from fabricated memristors in 
publications 

¡ Using voltage pulses to control conductance 
level hence activation 
§ Pulse polarity 
§ Pulse width 
§ Pulse height 

¡ Low conductance for inactive rows to reduce 
power dissipation 
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A memristor based analog approach 
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Activation circuits using memristors 

Read out circuit 



The target 
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Figure 2: Base level activation with uniform access period of 2ms 



Achieved memristor activation 
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Figure 3: Memristor based activation with access period of 2ms  



¡ The activation function achieved using 
memristors reflects frequency and recency of 
memory access 
§ Frequency – increases with accesses   
§ Recency – decays when it’s not accessed 

 
¡ It is not the original base level activation 

function 
§ It increases and decays at different rates 

Differences 
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Read operation 
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¡ Find the maximum 
activation  
§ Voltage racing using  RC 

circuits 
§ Compares all activation 

level in parallel 
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¡ We are designing memristive long-term memory for Soar 
§ Memristor based content addressable memory 
§ Memristor based activation circuits 

¡ Significance 
§ Quick search 
§ Hardware based activation 
§ Scalable to large, low power memories 

¡ Further work 
§  Evaluate area, power and latency of the activation circuit 
§  Evaluate the accuracy and resolution of the circuit that finds the 

maximum activation 
§ Characterize the activation function and evaluate its effectiveness 

for memory retrieval tasks 
§ Memristive CAM 
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Summary 



QUESTIONS? 
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