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A Longstanding Problem…
[R]epresentation of problems also raises a question of the locus of power.... 
we talk about the representation of a problem ... presumably a translation 
from its representation in some other form, such as natural language. These 
changes of the basic representational system are clearly of great importance 
to problem solving.... A suspicion arises that changes of the representation 
at this level ... might constitute a substantial part of problem solving.

Newell (1969)

• Implications
• Limited autonomy
• Potential limitations on claims/results
• Labor/time-intensive agent development
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LLMs as a Solution/Mitigation?
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Problem Space Formulation

Problem 
Space:

A problem space consists a set of symbolic structures (the states of the space) 
and a set of operators over the space. Each operator takes a state as input and 
produces a state as output (although there may be other inputs and outputs as 
well). The operators may be partial (i.e., not defined for all states). Sequences of 
operators define paths that thread their way through sequences of states.

Problem: A problem in a problem space consists of a set of initial states, a set of goal 
states, and a set of path constraints. The problem is to find a path through the 
space that starts at the initial state, passes only along paths that satisfy the path 
constraints, and ends at any goal state.

Newell (1980)
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Example Formulation: Water Jugs

State: Current volume of each jug.

Operators: • Fill a given jug. 
• Empty a given jug.
• Pour the contents of jug into the other until the source jug is 

empty, or the receiving jug is full.

Path 
Constraints:

• If the target jug has the goal amount, done.
• Do not undo the previous action.
• Do not take an action that will produce a state already on 

the path (avoid loops)
Laird & Newell (1983)
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Alternatives
• LLM as code generator

• Examples: Python generation, PDDL generation (e.g., Valmeekam, 2023)
• LLMs excel, but humans are (largely) doing the problem space formulation

• LLM as problem solver
• Examples: Chain of Thought, Tree of Thoughts, Graph of Thoughts, etc.
• Limited evidence that LLM can scale problem solving (easy problems 

sometimes but generally still not ones with large search spaces)
• ITL with LLM integration

• Requires human knowledge/understanding of the problem
• (Ideally, this approach does not depend on online human input) 
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Cognitive Task Analysis Agent
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Cognitive Task Analysis Agent
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Cognitive Task Analysis Agent
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Cognitive Task Analysis Agent
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Feasibility Prototype & Exploration
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• Implemented in LangGraph as a collection of LLM agents
• Only the problem definition prompt mentions a problem (no few shot)
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Example Prompts
System Prompt: You are an expert in cognitive task analysis [and] are helping design a reasoner 

that can solve many different instances of a class of problem.  Problems are 
defined in 1-2 paragraphs. Focus each response on the most recent, specific 
question asked of you.  Questions are designed to break the problem-space 
formulation into a set of discrete steps. 

Problem 
Characterization 
(p1):

For this response, focus on characterizing the problem itself. Use notation if/as 
possible to characterize the problem. What is the initial state? What is the final 
state? Are there illegal / impossible states that are not allowed?

Refinement (p2): You specialize in reviewing the work of other analysts. Improve the prior problem 
characterization. Are elements incorrect? Are elements missing? Focus on 
problem characterization (specifications of states) rather than what actions to 
take. Are elements poorly formed or ambiguous? For example, replace qualitative 
terms such as “less” or “more” with specific expressions that reflect quantitative 
values.  [Produce] a revised characterization that reflects the analysis. 
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Feasibility Exploration: Water Jugs
• Three conditions:

• Chain of Thought solver
• One-shot, CoT problem space formulation
• CTA Agent Prototype + Soar (default rules, iterative deepening search)

• Two LLMs
• GPT 3.5
• GPT 4

• Water-jug variations:
• Familiar cases (6,8,20-step solutions)
• Variations (units, number of jugs)
• Analogue (“Space flux”)
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Notation:
Fam / Var  / Ana:  (low,…,high) à Goal
F(3,5)à4 (Die Hard problem)



Overall Summary
• Models: GPT3.5 not good enough, needed GPT4
• Familiar cases: Often, CoT solver was sufficient (even 20-step)
• Mixed-units /Extra jugs: CTA Agent produced formulations solvable by Soar.
• Space flux/analog: Solved by CoT Solver (not sufficiently “disguised”?)
• CoT problem space formulation vs. CTA Agent: 

• CoT: Relatively poor outcomes
• CTA Agent: Sufficient problem space formulation for all cases

• Significant benefit from reflection/reformulation nodes
• Ok but imperfect at eliciting search control knowledge
• Not able to generate meaningful test cases 
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Reformulation Example
Initial 
Response:

Transfer (FHDx, FHDy): Transfers flucotone from FHDx to FHDy until FHDx is empty or 
FHDy is full.
• Preconditions: FHDx is not empty, and FHDy is not full. 
• Postconditions: FHDx decreases by the transferred amount, and FHDy increases by 

the same amount, without exceeding FHDy's capacity. 

Revised 
Response:

Transfer(FHDx, FHDy) 
• Preconditions: (FHDx > 0) AND (FHDy < CapacityFHDy) 
• Postconditions: (FHDx' = max(0, FHDx - (CapacityFHDy - FHDy))), 

(FHDy' = min(CapacityFHDy, FHDy + FHDx)) 
Rationale: The original characterization did not explicitly account for the exact amount 
transferred. The revised postconditions now clearly define the new states of FHDx’ and 
FHDy’ after the transfer, ensuring that the transfer does not exceed FHDy's capacity or 
result in FHDx having a negative amount of flucotone.

Flucotone = “Space flux” (analogue to water); FHD = Flucotone holding device (analogue to a jug)
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Impact of Search Control (Decisions) 

Failure detection for iterative deepening stops exploration of search branch when all jugs full OR all jugs empty
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Conclusions

Nuggets
• Demonstrated potential feasibility 

of automated problem space 
formulation

• Potentially big impact on cognitive 
systems research
• Fewer “variables” in agent dev
• Faster agent dev
• More autonomous agent systems

Coal
• Single, simple, familiar domain
• Complete code generation is likely 

feasible but still a lot of work
• How might an autonomous agent 

leverage something like the CTA 
Agent?
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