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ABSTRACT or d-DNNF [3]) in an offline phase. Then, the computations which

In practice, feature models often have up-to thousands of features
and, thus, are typically infeasible to analyze manually. Hence, many
different analyses have been proposed which often rely on multiple
computationally complex computations, such as solving SAT or
#SAT problems. Knowledge compilation is the process of compiling
the original input into a computationally more advantageous for-
mat, such as BDDs. The upfront compilation effort is subsequently
amortized by faster computations on the target format. In our work,
we examine the benefits of applying knowledge compilation for
feature-model analysis with three major contributions. First, we
classify existing feature-model analyses regarding the underlying
computational problems. Second, we perform a survey to collect
available knowledge-compilation languages and inspect their capa-
bilities with respect to the identified feature-model analyses. Third,
we gather and empirically evaluate available knowledge compilers
on industrial feature models.
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EXTENDED ABSTRACT

Feature-model analyses often rely on solving numerous computa-
tionally complex computations, such as solving SAT [2] or #SAT [6]
problems. This multitude of complex computations on the same
feature model motivates the usage of knowledge compilation [3].
Here, the feature model is translated to another format (e.g., BDD
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were computationally demanding on the original format can be
performed faster which amortizes the initial effort of compiling.

Even though various example analyses motivate the usage of
knowledge compilation for feature models, the application in prac-
tice and research is still limited. First, there has not been a system-
atic study of underlying computations required for feature-model
analyses. Second, while some knowledge compilation languages
have been applied in the context of feature model analyses [1, 4],
full capabilities for feature-model analyses and other knowledge-
compilation languages have not been considered. Third, the scalabil-
ity of many available knowledge compilers has not been examined
but is essential for the applicability of respective languages.

We inspect the benefits of applying knowledge compilation for
feature-model analyses with three major contributions:
Potential for Feature-Model Analyses We classify feature-model
analyses from the literature w.r.t. their underlying computational
problem and provide an estimate of the number of required queries.
Capabilities of Knowledge-Compilation Languages We per-
form a systematic literature survey to collect available knowledge
compilation target languages. For each, we examine which analysis
can be performed in polynomial time with that language.
Scalability of Knowledge Compilers With our survey, we also
collect tooling for knowledge compilation and evaluate their scala-
bility for industrial feature models.

Original Paper. The original work [5] was published! at the An-
nals of Mathematics and Artificial Intelligence-journal in 2023.
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