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PART 01
Overview of RAG



» Background

Drawbacks of LLMs

« Hallucination —— LARGE LANGUAGE MODELS
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* Low efficiency in parameterizing knowledge

* Lack of in-depth knowledge in specialized domains

« Weak inferential capabilities

Practical Requirements of Application
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* Domain-specific accurate answering

* Frequent updates of data

» Traceability and explainability of generated content

* Controllable Cost
. . Draw by DALL-E-3
* Privacy protection of data



» Retrieval-Augmented Generation (RAG)

When answering questions or Input Indexing
generating text, it first retricves e Query ... \
relevant information from a large : How do you evaluate the fact
User » % that OpenAl's CEO, Sam Altman,
numbel‘ Of documents, and then went through a sudden dismissal
LLMs generates answers based Output e A it
on this information.

Documents

. e

and then was rehired by the
company, resembling a real-life
version of "Game of Thrones" in
terms of power dynamics?

Retrieval

~

By attaching a external [ Relevant Documents J

...l am unable to provide comments on

knowledge base there is no need future events. Currently, | do not have
. ’- any infqrr_nat‘\on regardfng the dismissal %ﬁ LLM Generatio
to retrain the entire large model L L \ P e e R o, !
Question :

Chunk 1: "Sam Altman Returns to

for each specific task.

How do you evaluate the fact that the

OpenAls CEO dynamics? OpenAl as CEO, Silicon Valley Drama

Resembles the 'Zhen Huan' Comedy"

...... This suggests significant internal

disagreements within OpenAl regarding ot b

based on the following information :

I
1
1
1
1
1
I
i Chunk 2: "The Drama Concludes? Sam
1
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1 1 i 'the company's future direction and 3
The RAG model 1s eSpeCIally | St leie s il o TR g?ﬂgi 12 E\Jtmgnt t(l)J Rdetum ss tCEC?[ of OpenA,
: : : ' 1and turns reflect power struggles and : bara toLnderdo resruciring
suitable for knowledge-intensive | bt ot A Wl Chunk 3

OpenAl... s - Chunk 3: "The Personnel Turmoil at
taSkS. a : 5 Combine Context OpenAl Comes to an End: Who Won
e T - - 1 and Who Lost?"

A typical case of RAG



» Symbolic Knowledge or Parametfic Knowledge

Ways to optimize LLMs.

Prompt Engineering

Retrieval-Augmented
Generation

Instruct / Fine-tuning

External Knowledge
Required

High

Low
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Modular RAG A—
Organic combination of
{ multiple modules

\
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Advanced RAG
Index/pre-retrieval/post-retrieval S

optimization
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____________
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2 o ! Fine-tuning
XoT Prompt Prompt Engineering !
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(Few—shot Prompt)‘
g, = —( Standard Prompt )
% Model Adaptation
. > Required
Low e
A typical case of RAG



W RAG vs Fine-tuning

Feature Comparison

RAG

Fine-Tuning

Directly updating the retrieval knowledge
base ensures that the information remains

Stores static data, requiring retraining for

Knowledge Updates current without the need for frequent retrain- knowledee and data updates
ing, making it well-suited for dynamic data & p ’
environments.
L . Can be utilized to align the externally ac-
Proficient in leveraging external resources, et railadlos Bemasrntie s Tatse
External Knowledge particularly suitable for accessing documents quirec KNowiecse P Ew £

or other structured/unstructured databases.

language models, but may be less practical
for frequently changing data sources.

Data Processing

Involves minimal data processing and han-
dling.

Depends on the creation of high-quality
datasets, and limited datasets may not result
in significant performance improvements.

Model Customization

Focuses on information retrieval and inte-
grating external knowledge but may not fully
customize model behavior or writing style.

Allows adjustments of LLLM behavior, writ-
ing style, or specific domain knowledge
based on specific tones or terms.

Interpretability

Responses can be traced back to specific data
sources, providing higher interpretability and
traceability.

Similar to a black box, it is not always clear
why the model reacts a certain way, resulting
in relatively lower interpretability.

Computational Resources

Depends on computational resources to sup-
port retrieval strategies and technologies re-
lated to databases. Additionally, it requires
the maintenance of external data source inte-
gration and updates.

The preparation and curation of high-quality
training datasets, defining fine-tuning objec-
tives, and providing corresponding computa-
tional resources are necessary.

Latency Requirements

Involves data retrieval, which may lead to
higher latency.

LLM after fine-tuning can respond without
retrieval, resulting in lower latency.

Reducing Hallucinations

Inherently less prone to hallucinations as
each answer is grounded in retrieved evi-
dence.

Can help reduce hallucinations by training
the model based on specific domain data but
may still exhibit hallucinations when faced
with unfamiliar input.

Ethical and Privacy Issues

Ethical and privacy concerns arise from the
storage and retrieval of text from external
databases.

Ethical and privacy concerns may arise due
to sensitive content in the training data.




» RAG Applications

Scenarios where RAG is applicable:

« Long-tail distribution of data

* Frequent knowledge updates

* Answers requiring verification
and traceability

* Specialized domain knowledge

« Data privacy preservation
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RETRO (Borgeaud et al2021)
REALM (Gu et al, 2020)
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PART 02
RAG Paradigms Shifting



» Naive RAG

Step1 Indexing

1. Divide the document into even
chunks, each chunk being a
piece of the original text.

2. Using the encoding model to
generate an embedding for each
chunck.

3. Store the Embedding of each

block in the vector database.

Step2 Retrival
Retrieve the k most relevant
documents using vector similarity

search.

Step3 Generation
The original query and the retrieved text are combined

and input into a LLM to get the final answer

/ N i
N =
UR|_|__5 PDFs Datjbase ® Ib

o

Documents Document Chunks Vector Database
. S e
User Query Related Document Chunks

J J

N
@ - Frozen
LLM

Augmented Prompt




» Advanced RAG

Index Optimization = Pre-Retrieval Process = Retrieval =
Post-Retrieval Process=> Genaration

* Optimizing Data Indexing:

sliding window, fine-grained & B € p— P v
URLs PIi.l's Data.be.e ® |J_>~ M
Segmentation . addlng metadata Documents Document Chunks Vector Database
« Pre-Retrieval Process: retrieve + Fine-grained Data Cleaning -
— * Sliding Window /SmallZBig —
P + Add File Structure
{ \ E » Query Rewrite/Clarifization
: 4l d » Retriever Router
routes) Summarlesa rewrltlnga an User Query Pre—retrieval Related Document Chunks
L
. f \/Z
confidence judgment - N
L ] - e ot
B - & | R = ol
* Post-Retrieval Process: recorder, : Rerank  Fiter  Prompt Compression
Prompt LLM Post—retrieval
v

filter content retrieval



» Modular RAG

. Aggregation | Read o T
S L PR . Predict
/1 Rewrite

: | ~ Rerank '

ll ___________ } _________ | i ___________________ :

~ Retrieve Jo— ey

A N / Filter
B Generate =

Demonstrate

7 Reflect

Naive RAG

DSP
(2022)

Rewrite-
Retrieve-Read
(2023)

Retrieve-then-
read
(2023)

Retrieve = Generate

Retrieve = Read
\ 4
Read  Generate




» Comparison of RAG Paradigms

Modules

A R|eBS A R|eBe e o S :
User Query Documents User Query Documents

: ,f--| Retrieve |“~\ :

| / \ |

Pre—Retrieval : | | :

Indexi « Query Routing Fidnsi ! !
naexing * Query Rewriting ndexing : Rewrite RAG Rerank :
» Query Expansion I |
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| | | |

1 1

1 1

| |
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|
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Post—Retrieval patterns
pZ [, =
Rerank Summary Fusion §
( Rewrite ) (Demonstrate) (Retrieve J}(—a
~
Prompt Frozen LLM [ Retrieve } Retrieve | | Read |

2 = -
— * - Retrieve |

S
Prompt Frozen LLM
h S
l Read ( Read ) ( Predict ) ( Read )—'
[ Output ] Output Naive RAG Advanced RAG [Khattaggtp al,2022) I[IJ’EE?—;‘EEFED%SI\]I

Naive RAG Advanced RAG Modular RAG



W The three key questions of RAG

What to retrieve ? When to retrive ?

Issues

Token * Single search
Phrase » Each token
Chunk * Every N tokens
Paragraph » Adaptive search
Entity
Knowledge graph
/Augmentation stage:\ [Retrieval choice:
* Pre-training « BERT
* Fine-tuning « Roberta
» Inference - BGE
\_ J N

How to use the

retrieved information ?

e Input/Data Layer
* Model/Intermediate Layer
e QOutput/Prediction Layer

Model /Generation choice:
Collaboration e GPT

< > | » Llama

Scale ©

selectionz K """




» Key issue of RAG — What to retrieve

The search is broad, recalling a Knowledge Graph | 2023

1 Chunk | In-Context RAG 2023 large amount of information, but
with low accuracy, high
coverage but includes much
redundant information.

coarse

ékey, value, pointer) -

. -2 is ;%4‘ o7 NG

NN search: e @ U @)
g Target: president is Joe Biden - |
Phrase | NPM 2023

oo e o—— Richer semantic and structured
information, but the retrieval

.
L 1 InlhezmoNFLseasun " e “mask,] [mask, R
Retrl aVa ;] made histol 'Yby ’“ak gﬂ [iceasond Eaal] 1made. | . agalns! the Seattle Seahawks asa .
_ .
. .
v

|nto the playoffs despite having a 7-

efficiency 1s lower and is limited
by the quality of KG.

9 record

.
% .
granL larlty .. against th J hawks as a |... season, [masks] [ masi.] made ...| W T
member of () In the 2010 seasen, S T e e
the Seahawks became the first team .__.-‘O{ 5 g @ [ season, the Seahawks became the
in NFL history 1o Tipgiens

[ against the Seattle Seahawks asa .| [ became the first NFL history to .|
e (.- seasan, [masic.] [maske] made..| wi rnask,] [raasi.] made .|
sim( — ) andsim 7"
[ against the Seattie st the Seattle Seahawks as 2 .|

Entity | EasE 2022

It excels in handling long-tail Wikipedi)
L .

Token | KNN-LMM 2019

[ Training Contexts | Targets R&pr‘s-nhlﬁnnl‘ Distances Nearest i Normalization Aasr-emm . . .
T 101) il - and cross-domain issues with enttios: 6 milions |+ ‘
Obama was senator for | lfinols ™ 4 Hawaii (3 |—>  Hawail (0.7 & Hawaii | 0.8 i i | 1
Barack is married to | Michelle | 100 Minois |4 |~ fllinois |0.2 7‘- Hinois 0.2 5 5 I 000000 o R R Y
Obarna was born in | Hawail | s ; Hawaii|5 [~ Hawail [0.1 : hl gll CcO ll]p Ut at 10N al eft 1C lenc}/, Entity Memory Transformer Layers i
Obama is & native of | Hawail o8 |- a‘ T Interpolation ) ) ) . ; Um 4 | lil LI o
3 prar(y) o= Annas v+ (L i) | e
Toonint | T | rorssnaion o but it requires significant ED | L]
T a=[{z) e I -k A
(o181 ) el || O t ! c Nl oooo
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i uD Transformer Layers
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low level of structuration



» Key 1ssue of RAG — How to use the retrieved content

Integrating the retrieved information into different layers of the generation model,during inference process.

Define "middle ear”(x) End-to-End Back traiich d pe :nz Elddia g oy :; . .
T —— pp“\pfei iy Using simple, but unable to support the
e\ - we— retrieval of more knowledge blocks, and
- = - i ~ Input / Date layer = ’
Fact Verfication: Fact Query _ LY. k ot Varfiostion: 5 0 o . . .
M,Ps‘.aa’s"_'_% > P Y the optimization space is limited.
Comedy (x) ~ ~—F 5
Jeopardy Question A — ~— = i e
AG::::BSU:W _ »
| = ) N
Integrate
retrieval Supports the retrieval of more knowledge
positions. blocks, but introduces additional

Model / Interlayer

complexity and must be trained.

Trsinlng(gnrnsxis Tagiem ';—C, e '{; wwrrs Nearestk :&T:II::!]_T\ R \J\\gmg:refelvtm:k‘ . .
RN = Ensuring the output results are highly
- ] Output /Prediction layer :
relevant to the retrieval content, but the

Obama was senator for | llinois @00® | 4 ™ —
Barack is married to | Michelle Qo8O
Obama was born in | Hawail @orC® 5

Obama fs a native of | Hawaif oD — 3 o
pruv) Iear) = Amen )+ (1~ Mpag( . .
Test Context Target Representation e ff 1
T a=f() Hawaii |0.2 Hawaii | 0.6 e lclency ls O \N} .
lilincis |0.2 ™| illinois | 0.2
Obama’s birthplace is ? @CC®




» Key issue of RAG — When to retrieve

High efficiency, but low Balancing efficiency and

relevance of the retrieved information might not yield the
documents optimal solution

Once | Replug 2023 Adaptive | Flare 2023

Search results: D,

[1]: search results: Dy,
(2] [q):

S~
[2]: Search results: D, |
(1]: .. |
[2]: ...

x Generate a summary about Joe Biden.

Retriever

Input

Y1 Joe Biden attended

> {2 [Search(Joe Biden University)]

; ¥2 the University of Pennsylvania, where he earned

q3 [Search(Joe Biden degree)] —/413

Y3 alaw degree.

Conducting once search Adaptively conduct the search.
during the reasoning process.

A large amount of information

with low efficiency and
redundant information.

Every N Tokens | Atlas 2023

Masked Lagggagg Mmle!!;gg
Bermuda Triangle is in the western part
<MASK> of the Arl:mrr( O cean.
Pretraining Atl a S S
Few-shot 4
Fact checking:
Bermuda Triangle is in the western
part of the Himalay
! i
Question answering:
Where is the Bermuda Trmngle

Retrieve once for every N tokens
generated.

ern part of Western part of the
North Atlantic North Atlantic Ocean
Ocean.

Low

Retrieval frequency

v

High



» Overview of RAG Development

Inference
Pre-training
2024 Fine-tuning
InstructRetro ITRG !

< Raven p

SelfMem
Filter-Reranker

Retro++

GraphToolformer

\

Toolformer

KNN-LLM

Retrieval—Augmented Generation

ITER-RETGEN |
o b oty e
{ KnowledGPT |

/Augmentation Stage

Fine-tuning

Augmentation Source

Unstructured Data
Structured Data

LLM Generated Content

e®®®00ccccsscscss

AN
- "
Augmentation Process
( Once Retrieval ) : Iterative Retrieval :

.
s Adaptive Retrieval ¢ C Recursive Retrieval )
. L

* Borderless represents Other Processes




PART 03
Key Technologies and Evaluation



W Techniques for Better RAG —— Data indexing optimization

Chunk Optimization

Small-2-Big

Embeding at sentence
level expand the
window during
generation process.

the entire text,

ambiguity

Adding Metadata

Example | Page Time

Metadata Filtering/Enrichment

Pseudo Metadata Generation

Enhance retrieval by gener-ating a

hypothetical document for the
incoming query and creating qu-
estions that the text block can answer.

Slidingwindow

liding chunk covers

avoiding semantic

Summary

Retrieve documents
through summaries,
then retrieve text blocks
from the documents.

Type Document Title

Metadata filter

Dissect and annotate the

document. During the query, infer
metadata filters in addition to
semantic queries

Small-2-Big

Abstract

Question:

What are the
concerns
surrounding the
AMOC?

Question:

What are the
concerns
surrounding the
AMOC?

write a passage to answer the question

Pseudo

write a scientific paper passage o answer

Metadatazz
low has the COVID-19 pandemic impacted

mental health?

write a passage in Korean to answer the
question in detail
QIZte X B & ABHET

Metadata
filter

how long does it take to remove
wisdom tooth

query_str:
<query_embedding>

Metadata tags:
<metadata_tags>

instruction | auery generated documen t |

Embed Sentence — Link to Expanded Window

What the LLM Sees

agy
Embedding 'r®
Lookup c'"'

ve
— v
l What the LLM Sees

Retrieve Document
Chunks for

Embedding Synthesis

Lookup ‘ Doc Summary |

—) ( Y
@/ )
i % Document
3 Chunks

‘ Doc Summary ‘ -

How wisdom teeth are removed...
Some ... a few minutes, whereas
others can take 20 minutes or

| longer....

It usually takes between 30
minutes and two hours to
remove a wisdom tooth...

|... two studies investigating
COVID-19 patients ... significantly
higher level of depressive ...

.depression and anxiety had
- increased by 20% since the
| start of the pandemic...

[912t0] £2 A8t 7|2 e of
|s00gti A Lieteit.

L B2 NS A8 AT 20 |
O HFAT}E L 1420t 1 HO
|2 Asafct..

| real document

2020 10Q

2023 10Q
R

V




W Techniques for Better RAG —— Structured Corpus

Hierarchical Organization of Retrieval Corpora

e Summary — Document

Replace document retrieval with summary
retrieval, not only retrieving the most directly Query
relevant nodes, but also exploring additional nodes
associated with those nodes.

Document 1 ;
Summary

Node 2 Node 3

)

Node 1
category="Sports’
country="US’

e Document — Embedded Objects

Documents have embedded objects (such as tables,
charts), first retrieve entity reference objects, then
query underlying objects, such as document blocks,
databases, sub-nodes.

NODE

SUBSECTION

\ ———
)
Dot Node 1 Node 2 Node 3
E Summary Node 2
category="Sports’
country="US’
~————
Document 3
Summary
H NODE  — TEXT CHUNK
—> NODE >
\% NODE > TEXT CHUNK
[ N N J

NODE



W Techniques for Better RAG —— Retrieval Source Optimization

Unstructured
Data

Structured Data

Secoooo-

Seooooo-

Seooooo-

lask Sentiment
Self Prediction

Output Positive
‘What is the sentiment for
T the text:
Negative, Neutral, or
E Positive?
\_ BLOOM-7.1B COPT-66B GPT3-175B
Read. Compre. Sentiment
Read the passage. .. How do you feel Prompt Engineering
&

Consider the following English
examples: Text:

Sentiment:

Prompt
Retriever

What s the sentiment for the
! Telugu text: [ te |

| Negative, Neutral, or Positive?

Task
Input

Sentiment
How do you feel...

Prompt | UPRISE [Cheng et al.,2023]

Context-Relevant Subgraph
Retriever py, (Z]x)

—

Knowledge
Graph (G)

nas_pérasn

@ written by ;
Lady Susan; d | Q
writsen_by %

Pride & Prejudice; e

] Subgraph (2)

&y

| n Flace_of_birth

Graph Encoding

User i d(z;G) Tt .

Could yois SO sy _Foresine | (2, 2) =T
recommend any book ; (le\)‘"“"""g !

by Jane Austen? Embedding Rcln:iﬁul Distribution E

Dialogue Jane Austen Lady Susan Pride & Prejudice *:

History (;r) Could you recommend any book by Jane .. 1

Lt
o

Neutral

Graph-Text
Contrastive Learning

o

Decader Higden Siates Tt =

Top kretrieved English samples:

I tried the new restaurant in
town and the food was
amazing, but the service was
terrible. | don't think I'll be
going back anytime
soon.

Negative

&~

Telugu input:
: | |
Sentiment: Negat
entiment: fegative T E oD 08330008 S8 D
= BBaH, B agdo SGRoT |
Example: My best friend surprised me with tickets Forow dvdedare?

to my favorite band's concert and we had the best
time ever! | can't thank her enough
— | Sentiment: Positive
o 5 .

(1 don't know if my son is lucky or
unlucky, he couldn't go to school

nt for the Telugu text: = because of fever. )

S & DDA, VS
ive, Neutral, or Positive?

Cross-language| CREA-ICL [Li et al., 2023]

Iron man 3

segual

Subgraph | SUGRE [Kang
etal., 2023]

Negative Subgraph (2)

u

Generate
Pe(¥|x, Z)

Sure, she wrote Pride
& Prejudice and Lady
Susan.

Generator (PLM)

Memory | Selfmem
[Cheng et al., 2023]

[[___} source } memory | —mm-=- %

\[J candidates [J target training

T —M3 <

: % [ Frozen LLM / Trainable LM ].=.="’.=:> b

i Retrieval 1 E T
1 I RV

. L —xpooz vyoooo/ Y2ooo

(a) Retrieval-augmented Generator

Target Distribution ,’

(b) Memory Selector



W Techniques for Better RAG —— KG as a Retrieval Data Source

» GraphRAG

» Extract entities from the user's input query, then construct a subgraph to form context, and finally feed it

into the large model for generation.

» Implementation

» Use LLM (or other models) to extract key entities from the question.

» Retrieve subgraphs based on entities, delving to a certain depth, such as 2 hops or even more.

» Ultilize the obtained context to generate answers through LLM.

Chunk
000
Chunk

=~ 001

i

Embedding Creation & Indexing

Tell me about Foo

Get Top-N semantically

related chunks and
entities from KG

Query Knowledge from
the related entities

Chunks &
SubGraph/Knowledge
related to the Task

Knowledge Graph

o
o ®

(_‘7::\ i “

is Obama from?

Q: Which country _ |Knowledge

Retriever

—

Retrieved Facts

[(Obama, Bornln, Hono!ulu)]

(Honolulu, Locatedin, USA)|

—

LLMs




W Techniques for Better RAG —— Query Optimization

Questions and answers do not always possess high semantic similarity; adjusting the Query can yield better retrieval results.

Query Rewriting

Input

v
Small PrLM

Rewriter

|

Query

y
Web Search

Retriever

Black-box LLM
Reader

| v
Reward =— Output

Example

Input:
What profession does Nicholas Ray and
Elia Kazan have in common?

Query: Nicholas Ray profession

Query: Elia Kazan profession

' Elia Kazan was an American film and |

' theatre director, producer, :
' screenwriter and actor, described ... :

' Nicholas Ray American author and
. director, original name Raymond
i Nicholas Kienzle, born August 7,

1911, Galesville, Wisconsin, .S

I
1

" Correct (reader j' _- director |
Hit (retriever }

Rewrite-Retrieve-Read [Ma et al., 2023]

Query Clarification

Ambiguous Question (AQ) o
“What country has the most medals \
in Olympic history?” N

Tree of Clarifications

Question —¢» Pruned Inforrr'lation
Clarification Retrieval

D@, DQ; D@3
' “What country has
| the most total medals

in Olympic history?”
Question Question
Clarification Clarification
' Passages
DQ11 DQyz DQy3 DQ21 DQzz DQy3 DQyy

“What country has the “What country has

most medals in winter the most gold medals

Olympic history?” in Olympic history?”

Long Form Answer

“The United States has the
most totalmedals. . .
Norway has won most
medals in winter Olympic.”

Answer
Generation

Tree of Clarifications (TOC) [Kim et al.,2023]




Selecting a More Suitable
Embedding Provider

® cohere O M3E VoyAack Al
@OpenAl O Ilmrails EEAEHAI

-x
ARD
Large o o
@ Synthetic queries For documents

|
|
“Label ejja;’,a“

LM Query Generation Prompt/

W Techniques for Better RAG ——

Embedding Optimization

¢ d
£ o
° &R
Capability boundary

t Knowle: dg l ICL Ex rnpl Memo rg

Fine-tuning According to Domain-Specific
Repositories and Downstream Tasks

BAAI-General-Embedding (BGE)

/> Kn wl dg e bas Tootb ch  Ex mp( store  Memory s tore
| C-MTEB | ’ C-MTP ‘ | C-TEM ‘ | Recipe | Knowle dg E mpl Memory
Retriever | | Retriever | | Retriever Retrii

Custom Transform

2-Layer NN

Query Embedding Model

Adapter

Dot-Product

Embedding Model

[

Fine-tuning the Adapter Module to Align the Embedding
Model with the Retrieval Repository

1




W Techniques for Better RAG —— Retrieval Process Optimization

Iterative

Iteratively Retrieving from the Corpus to Acquire

More Detailed and In-depth Knowledge

Question: What is the date of birth of Emilie Hegh Amtzen's mother?

Retrieval:
infobox name: Emilie Hegh Amtzen ; caption: Hegh Arntzen in 2018 ; birth_date: January 1, 1994 ;
birth_place: Skien, Norway ; nationality: Norwegian ;

Iteration 1
Generation:
,/ Emilie Hegh Arntzen was born on January 1, 1994 in Skien, Norway. Her mother is unknown.
\
\
Retrieval:
Camilla Marie Gjersem was born together with a twin sister, Anne Line, on 6 January 1994 in
ITER [F eng et Henefoss, Norway. Their mother, Periina Bangug, is a Filipina from llagan, Isabela, and their father,
lteration 2 Petter Gjersem, a Norwegian from Raufoss. Camilla Gjersem is a law student at the University of Oslo.
1 2023 Generation:
a .9 ’/ Hanne Hegh (born 19 January 1960) is a Norwegian handball player. She played 220 matches for
| the Norwegian national handball team between 1978 and 1992. She is the mother of Emilie Hegh
| Arntzen.
\
Retrieval:
infobox name: Hanne Hegh ; caption: Hanne Hegh 2008 ; nationality: Norwegian ; birth_date: April 27,
Iteration 3 1960 ; birth_place: Oslo, Norway ;

IRCOT
[Trivedi et
al.,2022]

Generation:
Hanne Hegh was born on April 27, 1960 in Oslo, Norway. She is the mother of Emilie Hegh Arntzen,
who was born on January 1, 1994 in Skien, Norway.

Retrieve( @ )
0— Q-

\@ Who wrote the 1970 international hit song that Murray Head is most recognized for? I

Retrieve (Q) —

IRCoT
O = Interleaved Retrieval guided
N, B,

> by Chain-of-Thought Reasoning

T1 Reason (Q, [E, ¢ )

Reason( @ , @)

Wikipedia Title: Mack Rides

Mack Rides GmbH & Co KG, also ...
. Q: In what country was
Lost Gravity manufactured?

A: The Lost Gravity was manufactured by Mack
Rides. Mack Rides is a company from
Germany. The answer is Germany.

Murray Head is most recognized for
is "Super Star"

@ The 1970 international hit song that
Retrieve (T1) —

T2 — Reason (Q, [E+[E, T1)

@ "Super Star" was written by
Andrew Lloyd Webber and Tim Rice

Wikipedia Title: Murray Head

Murray Seafield St George Head .

Retrieve (T2) —
Wikipedia Title: Most Beautifullest Hits

T3 — Reason (Q, [B+ B+[E, T1+T2) .
The Most Beautifullest Hits is

Stop Q: Who wrote the 1970 interational hit @
A: The 1970 international hit song that

Murray Head is most recognized for

is "Super Star. "Super Star" was written

by. Andrew Lloyd Webber and Tim Rice.

@ So the answer is:
Andrew Lloyd Webber and Tim Rice.

Dynamically Determined by the LLM, the Timing and

Scope of Retrieva

FLARE (jiang et al. 2023)

a
FLARE [Jiang et

al., 2023] S S

Adaptive

Input: Generate a summary about Joe Biden.

Joe Biden (born November 20, 1942) is the 46th president of the
United States. Joe Biden attended [mask], where he earned [mask].

. Unsure.
&

Joe Biden

At the University of Delaware in Newark, Biden ...
earned a Bachelor of Arts degree in 1965 with a
double major in history and political science.

Self-RAG
[Asai et al.,
2023]

Jiang et al. “Active Retrieval Augmented Generation” 8

Retrieval-Augmented Generation (RAG)
Prompt How did US states get their names?

Step 1: Retrieve K documents

@ Ofthoffty siates, sloven are named
after an individual person.

Popular names by states. In Texas,
Emma is & popular baby name.

California was named after a fictional
island in a Spanish book.

Retriever

Step 2: Prompt LM with K docs and generate
Prompt How did US states get their names? + @) @€
| US states got their names from a variety of

sources. Eleven states are named after an
individual person (e.g. Calforia was named

™M after_Christopher_Columbus). Some states

incly/ng Texas Utah, are named _after
Contradictory [merican trib| Noinformation in passages

Ours: Self (Self-RAG)

Prompt How did US states get their names? Step 1: Retrieve on demand

% —> US states got their names from a variety of sources. | Retrieve q

Step 2: Generate segment in parallel

Prompt + @ Prompt + €)
#y # #y

[
(EEE] 10 s rames Toxas i e [PA9R] Gaforni's name hs s
come from persons. Supported o origins in a 16th-century novel

Las Sergas de Esplandian. [[Tpaa)
Step 3: Critique outputs and select best segment

@) > e imm > e

- L _, US states got their names from a varify of sources. 11 of 50
- Repeat.... ™ gtates names are come from persons. @))26 states are named

after Native Americans, including Utah.

Prompt: Write an essay of your best summer vacation

Q 006 g—* My best

Prompt: Write an essay of your best summer vacation

v
@ — My best summer vacation is when my family and | embarked on a road trip along



W Techniques for Better RAG ——

Retriever Fine-Tuning

Hybrid (RAG + Fine-tuning)

Generator Fine-Tuning

Source Task —-

Source LM

Fusion-in-Decoder

|Q+

T
Retrlevt:
N Docs

Pre-Trained Retnever

,: Positives Nl!gntwes
Ground Truth U | ANCE Sampling
--=--*Top-K FiDALtt
Generic =

Target LMs Target Tasks _ - - o

[ Augmentation-Adapted Retriever S Q=

Unstructured Datak Structured Data (Positive) A

Structured Data (Negative) A

[MASK1] changing [MASK2]
[MASK3] with [MASKA4] .
Function: removing wrong
writing Material: [MASK2]
Changing Size: 18 x 0.5 cm

These erasable mood pencils
are made of quality wood

Highly Adaptive
General-Purpose

and color temperature
coating, have non-fading
colors.

Tire Specifications: Material:
Rubber Tire Size: 16X6.50-8
Tire Type: Tubeless Rim
Width: 5.375“ Tread Depth:
7.1mm” Pattern: P332

\

Retrieval Plugin

I

Augment with Structural

Structured Data Alignment (Loss: L p,)

e ———— -

AAR [Yu et al., 2023] ’

~ Prediction

[MASK4]

SANTA [Li et al., 2023]

' Information Integration

Masked Entity Prediction (Loss: Ly,¢,)

erasers

\ [MASK1] Color
[MASK2] mood

[MASK3] pencils,

7

é 8 X : Why does my
1 GPU keep failing with
1 Xid 79 fallen off the bus?

min KL
.'_'.'.'.'.'.'.'.'.'.'.'.'_'.'.'.'.'.'_'.'

pLSR(C] |x,y)

min KL -k

Retrieval-augmented Instruction Tuning

v

max pyy(ylc; °x)

EI Background: I assume that the BGA
chip has damage to the substrate level
==+ \n\nQ: Why does my GPU keep
failing with Xid 79 fallen off the bus? A:

¥ : Do not use Y-splitters or

6-pin to 8-pin converters in
any of the PCle:--

max pp (vl e, e x)

Background: Microsoft should withdraw
from the hardware market ---\n\n
Question: Why does my GPU keep failing
with Xid 79 fallen off the bus? Answer:

Y : Do not use Y-splitters or

6-pin to 8-pin converters in
any of the PCle:--

e R-FT
Minimizing the KL Divergence
Between the Retriever Distribution

and LLM Preferences

e LM-FT
Maximizing the Likelihood of the

Correct Answer Given Retrieval-

Augmented Instructions

RA-DIT [Lin et al., 2023]



Chunk Optimization Embedding;Metadata Filtering [Liu, 2023]

» Summary of Related Research

Better Semantic Representation
PROMPTAGATOR [Dai et al,, 2022] ; BGE [BAAI, 2023];

Fine-tuning Embedding Model LLM-Embedder [Zhang et al,, 2023a] ; AnglE[Li and Li,
2023]

Query2Doc [Wang et al,, 2023d]; RRR [Ma et al,,
Query Rewriting 2023a]; STEP-BACKPROMPTING[Zheng et al., 2023];
HyDE [Gao et al,, 2022];TOC [Kim et al., 2023]
Retriever (84) Align Queries and documents

Embedding Transformation SANTA [Li et al., 2023b]
Lugin Ad PKG [Luo et al, 2023]; RECOMP [Xu et al, 2023];
Plugin Adapter TokenFiltering [Berchansky et al. 2023]
Align Retriever and LLM

o S AAR [Yu et al,, 2023]; REPLUG [Shi et al., 2023] ; Atlas
LLM Supervised Training [lzacard et al,, 2022] ; UPRISE [Cheng et al,, 2023a]

Post-retrieval with Frozen LLM

p’
[}

¢
|

Retrieval-Augmented

Generation RETRO [Borgeaud et al., 2022]; Atlas [lzacard et al.,
2022]; REALM [Arora et al.,, 2023]; Toolformer [Schick

Pre-training et al, 2023]; COG [Lan et al,, 2022]; RAVEN [Huang et
al,, 2023]; RETRO++ [Wang et al., 2023]; InstructRetro
[Wang et al., 2023a]; TIGER [Rajput et al., 2023]

DPR [Karpukhin et al.,, 2020] ; UPRISE [Cheng et al.,
2023a]; FiD [lzacard and Grave, 2020]; RA-DIT [Lin et

Augmentation Stage Fine-tuning al, 2023]; Self-RAG[Asai et al, 2023]; SUGRE [Kang et
al, 2023]; SANTA[LI et al., 2023b]; REPLUG [Shi et al.,
2023]; AAR [Yu et al,, 2023];

KNN-LM [Khandelwal et al., 2019]; DSP [Khattab et al.,
2022]; KAR [Purwar and Sundar, 2023]; PRCA [Yang et

Inference al., 2023a]; IRCOT [Trivedi et al,, 2022]; GenRead [Yu
et al., 2022]; ICRALM [Ram et al., 2023];PGRA [Guo et
al, 2023]

UPRISE [Cheng et al.,, 2023a]; CREA-ICL [Li et al.,
Unstructured Data 2023a]; COG [Lan et al,, 2022]

FABULA [Ranade and Joshi, 2023]; SUGRE [Kang et al.,

Augmentation Method(86) Augmentation Source Structured Data 2023]; KnowledGPT [Wang et al., 2023e];
GraphToolformer [Zhang, 2023]

Self-Mem [Cheng et al,, 2023b]; DSP [Khattab et al.,
LLM Generated Content 2022]; RECITE [Sun et al., 2022]; GenRead [Yu et al.,
2022]; SKR [Wang et al., 2023f]

REALM [Arora et al,, 2023] ; RAG [Lewis et al., 2020];
UPRISE [Cheng et al,, 2023a]; PKG [Luo et al,, 2023];

Once Retrieval LLM-R [Wang et al., 2023c] ; Atlas [lzacard et al,,
2022]; REPLUG [Shi et al., 2023]; RECITE [Sun et al.,
2022]

DSP [Khattab et al.,, 2022] ; Retrieve-Sample [Ren et

Augmentation Process Iterative Retrieval al,, 2023] ; ITER-RETGEN [Shao et al, 2023] ; ITRG
[Feng et al., 2023]

Recursive Retrieval IRCoT [Trivedi et al., 2022] ; ToC [Kim et al., 2023]

A 5 FLARE [Jiang et al,, 2023] ; Self-RAG [Asai et al,, 2023]
Adaptive Retrieval ; RAVEN [Huang et al, 2023]

{ Retrieval-Augmented Generation for Large Language Models: A Survey ))



» How to Evaluate the Effectiveness of RAG

Evaluate the content ultimately generated by the model.

Retriever Generation/Synthesis By generated conten By evaluation method
Evaluate the Quality of Text Quality of Context Enhanced with | With labels: EM, Accuracy Human evaluation
Blocks Retrieved by the Query Retrieved Documents Evaluation | Without labels: Fidelity, Automatic evaluation (LLM
Metrics: MRP, Hit Rate, NDCG Metrics: Context Relevance - _Relevance, Harmlessness judge)

Key Metrics & Capabilities Key Metrics Key Capabilities
s

Noise Robustness Negative Rejection
Context Relevance: _ Can the model extract useful When therequired knowledge is not
Answer Relevance [s the context enhanced with information from noisy exsiting in the retrieved documents, the
Is the answer relevant to retrieved documents relevant documents? answer should be refused. Y,
the query? to the query?
. 4
Info Integration Counter factual Robustness
< Can the model answer complex Can the model recognize the risk of
Answer Fidelity: questions that require integrating known factual errors in the retrieved
Is the answer based on the information from multiple documents? documents? )

given context?

Assessment Framewor |
Use LLM as the adjudicator judge.

.« Answer Fidelity

Evaluation
v

¢ Contextual Relevance

Synthetic dataset + Fine-tuning + Ranking using
confidence intervals

Based on handwritten prompt




PART 04
RAG Stack and Industry Practices



W Existing Tech Stack for RAG

PN
- [ Mudelj -
AP
Agents ‘ ; f Chains
Name Pros Cons M ‘M‘}\ 4
LangChain /‘
Iémoh\ / Promg
: Inconsistent behavior ,API \k,_,/ / \ \_,
LangChaln . | Indexes |
conceals details, N4
LangChain
FlowiseAl
Llamalndex Focus on RAG Requires combination use,
FlowiseAl Easy to get started, Does not support
AutoGen Adapts to . Low efficiency, regulres multiple
scenarios. rounds of dialogue.

Agent Customization Flexible Conversation Patterns

AutoGen



RAG Industry Application Practices

What is the High Beam Assistant?

The High-beam Assistant ensures that you do not often
have to turn the high-beam headlight on and off yourself
in order to avoid dazzling oncoming traffic.

Extracted from document

How do | activate it?

The system is activated automatically when the car is

mmasE The intelligent upgrade of
| B{=f1ChatBI traditional industries e o ereerrm assmens

_——
| Controlled Vector
." input Filter base

Retrieved

P: h
Orches- | aragrap Controlled Prompting Answer
trator Retriever 1L Moderator
'!' LiMbased | |

Extracted

Controlled Output
Filter & Arbitrator

Generator Generated System
Answer AV Response
|| e —
“"II Prompt Template
User Utterance Store
through Speech System Response
Recognition through Text-to-Speech

NetEase - ChatBI

er Studio Fle Edt View Run Kemel Gt Tabs Settngs Help

X 3. sageMaker umpstart X

8 Results ]
AutoML
Experiments £ FLAN-TS XXL £ FLAN-TS XL £ FLAN-TS XXL FP16
LU rextatext Generation

Pre-traiing Dataset: English Text Pre-training Dataset: English Text Pre-traning Dataset: English Text

CONNECTED WITH

AUGMENT CORAL'S KNOWLEDGE
YOUR DATA

Customize Coral
TAILORED FOR OI »IOUI teams

YOUR TEAMS

Notebook jobs

o unable: No Fine-tunable: Yes. Fine-tunable: No
ipelines 2
P urce: Hugging Face Source: Hugging Face Hugging Face

& Modets Vi del > vi del > ew model
DOCUMENTS  DATABASES View mode fewmodel > View model >
Deployments
KNOWLEDGE  CRMs, ERPs,
BASES cmss

£ FLAN-T5 XXL BNB INT8 £ FLAN-TS Large £ FLAN-TS Base
Semestirt

aset: English Text Pre-training Dataset: English Text

Whether for finance, support, sales, or
other teams, tailor Coral to your unique
job functions. Make it more powerful by

FINANCE connecting data sources that augment its.

. notebooks, ce - Source: Hugging Face
knowledge base. Coral connects to your O 0 C aln solutions
ecosystem with 100+ integrations across
MARKETING  LEGAL

SageMaker

COLLABORA-  CUSTOMER
TION TOOLS ~ SUPPORT

Models, Fine-tunable: Yes

View model > View model > View model >

FLAN-T5 Small Flan-T5 Base Model Fine-tune...
e
nNnancecmen JumpStartassts

ing Data Pre-traiing Dataset: English Text

CRMs, collaboration tools, databases, and
more.
SUPPORT OPERATIONS

ble: Ves Fine-tunable: No
urce: Hugging Face Source: Hugging Face
Learning

CONNECT TO DATA SOURCES LIKE resources

View model > View model >

SageMaker Jumpstart 0 )

Cohere - Coral Amazon - Kendra
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» Summary — The Framework of RAG

-

»RAG Ecosystem

»RAG Prospect

Downstream Tasks Technology Stacks Challenges Modality Extension Ecosystem
[ Dialogue ][Question answering] [ Langchain J [ Llamalndex j (Context Length] [Robustnessj [ Image j [Customizationj
[Summarization][ Fact verification ] [ FlowiseAl J[ AutoGen j [ e ][ROIG o LLMS] [ D ]
____________________________ [ Scaling-laws for RAG j [ Video ]
- ~
/! H N
/" » The RAG Paradigm \ [ Production-ready RAG J [ Code j [Specialization]
[ |
[ |
[ |
' Modular RAG Vo T E
: . Advanced RAG ! » Evaluation of RAG
Naive RAG I
: | : Evaluation Target
! L S =< ] ) ( Retrieval Quality ) ( Generation Quality
.+ » Techniques for Better RAG O
| | .
: : [ Chunk Optimization J [ Iterative Retrieval J [Retriever Fine-tuningj : : : Evaluation Aspects
: : [ Query Rewriting ] ( Recursive Retrieval J [Generator Fine-tuningj : : : ( Answer Relevance ) ( Noise Robustness )
: ! [ Rerank J ( Adaptive Retrieval J [ Dual Fine-tuning J ' : | ( Context Relevance J ( Negation Rejection )
| : : : : (' Information Integration )
: ' f ! Answer Faithfulness Counterfactual Robustness
- »Key Issues of RAG | : ( ) ( )
I
: | I : I Evaluation Framework
| . . |
b What to When to How to use o S i ( reB ] (RECALL |
L retrieve retrieve Retrieval 1§
\\\ % /f/," \ Tools (Racas | ( ARes |
T B il P L P




W Summary —— Three Trends of RAG

The Scaling Law of RAG Models
 How to Improve the Efficiency of Retrieving

Large-scale Dat
Technology arge-scale Data

« Mitigation of Forgetting in Long-context Scenarios

Enhancement of Multimodal Retrieval

e N\ e Modularity Will Become Mainstream
. » Patterns for Module Organization Await
RAG 4 Paradigm
Refinement
N / « Evaluation Systems Need to Evolve and Improve

with Time

e Preliminary Formation of Toolchain Technology Stack

Ecological
*  One-stop Platform Still Requires Polishing

Environment

» Explosion of Enterprise-level Applications




Retrieved content is excessive, cxceeding

window limit.

» The context is too long to result [ost in

the Milddle.

o [f the context window 1s not limited, 1s

there still a need for RAG?

How to handle the incorrect content retrieved

How to filter and verify the content retrieved.

How to improve the model's resistance to

toxicity and noise

W Prospects — Existing Challengs of RAG

Further address the challenges faced by RAG itself

Long context

Coordination with FT

How to simultaneously leverage the
effects of RAG and FT.
How do the two coordinate, how are

they organized, is it in Pipeline,

alternating, or end-to-end?

Scaling Law

Does the RAG model satisfy the Scaling
Law

Does RAG exhibit, or under what
scenarios does it exhibit an Inverse Scaling

Law

The role of LLMs

LLM can be used for retrieval (LLM

generation replaces retrieval, retrieving

from LLM memory), for generation, and

for evaluation. How to further explore the

potential of LLM in RAG.

Engineering Practice

How to reduce the latency of retrieving
ultra-large-scale corpora.
How to ensure that the content retrieved is

not leaked by large models



W Prospects — Mult-Modality Extension

Transferring the concept of RAG from text to other modalities of data

(a) Overview of Retrieval-Augmented Multimodal Model

1 aheadar sitting an . Generator (c) Retrieval-Augmented Generator
bench near water. {Muttimadal Modal I
wed docs

Loss for the retrieves Loss for the main doc.

(b) Dense Multimodal Retriever

flquery, memory) — score

)
E.g. Extemion of CLIP .
lllll -
Fd » % Retriever
= : [ .N“ In“ :
" an
Mixed-modal Mined-modal 4 R : = .
Encoder Encode: — | EATMATCTEECISVEC R Satrar rutrinear sitting cv (B
Sitting on bench. [ o8 st
1 = -
e
et b ot B W Memory Lok retrsese si1ting by
= {Multimedal documents) water

RA-CM3 [Yasunaga et al.,2023]

Vedio

“A bottle of champagne F
is popped and tﬁe% Audio & LDM
i CLAP Retrieval Language '
poured into a glass” Encoder ' etrieva S i Cross Attention :
Input prompt ’ Feature 2
""""""""""" VAE
Feature

HiFi-GAN

If ! AudioMAE
I 1
1 1
\
=
-]

———————————————————— T
( “Achampagne Lo oo I
R “ “Some water T5
Database 1 Epepped. LNatther . pureintothe ! Language
| SlE & an nko feolass glass” ! Feature
y talks |
____________________ -

Output Waveform

Re-AudioLDM [Yuan et al.,2023]

= = i
top-K | 1
Reference Set | —

query I

______________________________________

i
The Scottish |
Sheepdogisan |
excellent !
companion dog. ]

Scottish Sheepdog |

eyes are almond- 5
shaped, neither too |
large nor ...

[
..just off of scotland | |
the shetland i

sheepdog was
developedas... | |

Brittany dog
Shetland Sheepdog

o o ] |
oooog g

— Image Encoder — OO —  Retrieval Augmented Module —» [ |
image embedding (RAM) augmented

image embedding

bighorn sheep

A photo of a
{object}.

A photo of a
— Text Encoder — JOOo0— ® = D = Shetland Sheepdog.

airplane wing

0oooo O

category embeddings

RA-CLIP [Xie et al.,2023]

Code

Generate. H’;"”ML.withpythan® i ‘M - code = ‘print(“reading docs”)’
fy ntax ‘h !gh!.zghtmg f:oi ‘ gemra'tm’ s = highlight(code, PythonLexer(),
‘print(‘reading docs’) - HtmlFormatter())
Y _
Pygment is a generic syntax highlighter :il A formatter takes the token stream and writes it
“'@d) toanoutputfile ...
A lexer splits the source into tokens, fragments ... e

class PythonLexer
For Python source code

from pygments import *

Format tokens as HTML 4 <span> tags with ...

|

[ o R,
Ee =====E=EE== | |2

DocPrompting [Zhou et al.,2023]

@



W Prospects —— Development of RAG Ecosystem

Further expand the downstream tasks of RAG and improve ecological construction

Downstream Task Development and Evaluation

The st hesage, Iutin | Adrien sakl b et he
wgnes Eapeoo Vags, Boprab’ leader, Lama Sdy
i released arky Somdy, o Wlerding, lako i Pt

Desmensinainn
dlrien s o et Lhe Bagtiity' lowsler, Lo Sibey of  The binyer deveod Inbun sews repors that dbe
bl i, [, 13 Pota Brmce o an 19 e while addvrning (b pinrt, bl iid Ko e

(s Siluby v b e s o provics Mesidian el a dhe el e e, Db

Recommendation System
| TIGER [Rajput et al.,2023]

Technology Stack Construction

Customized function, meeting a variety
of needs

Simplitied use, further reducing the
barrier to entry.

Specialized functions, gradually towards
production environments.

—
m. Hcs L il Sy b ba ity Merikm A A
v fn hacify [err— cabad ar i
- Engy Sample Hord SOmAR e b s e i fhe ity M atshi Lschi odver Loy matda of Lowpar
User History . Next item - {41 Sty e 12 krom. el 1 Mt g e
: FIM Analyile: i fiba bas o b relaaas o bwye
Orange shoes, Brand X: Red shoes, Brand Y Orange shoes, Brand Y k. e i T e e
Atomic Item ID: 233 | Atomic ftem ID: 515 Atomic ltem ID: 64 Soall LM e e
H @ Rmhr mperl shodl dul s v wepig i et
Thee: it infarmaihen in th jowienes b pnbionie
Semantic ID ltem Large LM g
Generator Lookup
The sames onplla cha Lasra Silaby i aceaciand wiall tha cioy af Merkdis in e st of s, and
Generati\!e ik r K huluu:.ﬂlllrmuibu uhnh::\:.hlln'i:'fluuumrmuum
(5, 23,55) (5, 25,78) Retrieval (5, 25, 55) s s ik rvidese Aurwa:
etrieva

Information extraction
L Filter- Rerank [Ma et al.,2023]

Verba

The Golden RAGtriever

Personal Knowledge
Assistant Based on RAG

( NewsArticle )

| OceanGate Submarine
exploring Titanic wreck
missing, search
underway

| Jun 19,2023

Arti clete adline

o horOfArticle [ James |
~ | Bryan
publishedDate

“» News937844
e e“is * hasplotpoini» OceanGate

~ Expeditions
hasPfotPoint

18 June iSA o If
2023 A
L US. Coast |
fisA e SR |
o = “-"”-"'L,_h_ |
When ) 7 5 7
o e ( Where )
— % .~ Newfoundland . = ?/ 37
X " Canada AL Pl 20
> ‘quﬂ::o —— --". ,\p(,\"
= F e ™= Tl 3550 e
< SubClassOf_ ~
~-~ Lead L22Z2-
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= -

Report generation
| FABULA [Ranade et al.,2023]

f haystack

Open-source framework for
production environments
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