Analysis 1 Summary: Century 21 Ames is seeking to analyze the relationship of the square foot living
area and the sale prices of houses in the North Ames, Edwards, and Brookside neighborhoods in Ames,
lowa to improve their customer service and competitive edge.

Problem: Using multiple linear regression analysis estimate if there is a difference in the price compared
to the living space square footage in the North Ames, Edwards, and Brookside neighborhoods and how
those neighborhoods statistically compare with each other.

Assumptions Check: An initial visual check of normality using histograms and QQ-plots show some right
skewedness, probably resulting from outliers with strong leverage (See graphics below). Because the
sample size is greater than 30 the Central Limit Theorem (CLT) is expected to resolve inconsistencies in
normality. Nonetheless, we will log transform some of the data to check for improved fit. A visual review
of the residuals also shows some variance across the line despite a good variance inflation factor (VIF)
for sale price and living space (1.007636, 1.003811). The variables appear to be independent and have
good linearity. The primary issue with this test is the outliers. Because the outliers have so much
leverage, we opted to review these extremes to check for human error and other anomalies (see
leverage and boxplots below).

Residuals vs Leverage Q-0 Residuals Seale-Location

4
Tesicualsl

‘Standardzed resiou

Standardized resid|
o
=
}
z
1 5

3 2 1 0 1 2 3 1000 1500 2000 2500 3000

Fitted values

Leverage Theoretical Quantiies
n(SalePriceHund! — Grl ivAreaHundr + Neighborhood) Imi{SalePriceHundr ~ GrLivAreaHundr + Neighborhood) Im{SalePriceHundr ~ GrlivAreaHundr + Neighborhood)

SalsPrice Distribubion Across Neighborhoods,

Influential Outliers: A review of the outliers showed that IDs 524 and 1299 were new construction and in
an incomplete status. We use Zillow to review the properties in Edwards associated with these IDs and
concluded that the square footage exceeded any properties in that neighborhood and the low prices
were probably related to lot price rather than a newly constructed home. Additionally, ID 534 in
Brookside was assessed to be missing a zero on both sales (39300) and square footage (324 sqft). Lastly,
ID 725 in Edwards had an extraordinary sale price (320000) for the living space (1698) and condition (5).
All these outliers were determined to be the result of human error or reporting requirements for
planned construction and were removed from the model.

Comparing Competing models: All models in analysis 1 used one generalized formula (salePrice ~
GrLivArea + Neighborhood) adjusted for the logged variable. We tested a multiple linear regression (r? =
0.5081), log-linear (r? = 0.4785), linear-log (r* = 0.4897), log-log (r? = 0.4903), and a logged interaction (r?
=0.5094). The internal CV press for the log-log model returned a fairly good RMSE of 0.189923,
suggesting strong performance, an r? of 0.49082, suggesting decent predictive performance, and a MAE
of 0.145467 indicating only minor difference between the predicted and actual values.



Log-Log transformations: We opted to go with the Log-Log model with no interaction, primarily because
it best met the assumptions. As you can see below, the log-log transformation and removed outliers
improved normality, linearity, the residual distribution, and variance across most neighborhoods,
despite some right skewedness for living space in North Ames.
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Parameters and Interpretation of the model:

Neighborhood no interaction----—---——-————--————

Im{formula = 15alePrice ~ r vel(Neighborhood, ref = "BrkSide") +
1GrLivArea, data = AmesHousing_Data3)

An analysis of the North Ames, Edwards, and
Brookside neighborhoods shows relatively no
statistically significant difference in the
relationship of sales price and living area
between Brookside (the reference
neighborhood) and Edwards neighborhoods
(p-value = 0.382). Although a purchase in the
Edwards neighborhood is associated with a
0.02755 (or $97 non-logged) decrease in log-
transformed price, this difference is not significant. We are 95 percent confident that the true logged
sales price difference is found between (-0.0894956 and 0.0344004).

Residuals: )
1Q Median 3Q Max
-0.10484 0.02247 0.11660 0.48696

Coefficients:

Estimate Std. Error t value Pr(=|t])
0.24041 31.863 < 1
0

(Intercept)
1 1 50 -0.874

el(Neighborhood, ref

el(Neighborhood, ref = - D9

2 [ - =
229 0.03388 16.891 <« 2e-16 **==

5ignif. codes: 0 **===' 0.Q01 ***' 0.01 *=' 0.05 ‘.7 0.1 * " 1

Residual standard error: 0.1886 on 375 degre:
Multiple R-squared: 0.4903, usted R-s
F-statistic: 120.3 on 3 and 37

of freedom
d:  0.4863
2

(Intercept)
r el(Neighborhood, ref = "Brk5i
relevel(Neighborhood, ref = "Brks
TGrLivArea

However, there is strong evidence (p-value < .0001) that the relationship between sales price and living
area is different between Brookside and North Ames. For North Ames, there is evidence, holding all
other variables constant, that purchasing in that neighborhood is associated with an estimated 0.12412
(5113 non-logged) increase in the log-transformed sale price for each unit of living space compared to
Brookside. We are 95 percent confident that the true logged difference in the purchasing price between
North Ames and Brookside is between (0.06889 and 0.179357).



Regarding the relationship between sales price and Relationship of Logged Price and Logged Living Area by Neighborhood
living area across all values, there is overwhelming
evidence (p-value <0.0001) of a positive linear il
relationship. For each log-transformed unit of living
space, the log-transformed sales price is increased on
average by 0.57229 units. In real world terms, that is
for every 100 square feet of living space there is an
estimated increase of $171 in the base purchase .
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Conclusion: There is overwhelming evidence (p-value <0.0001) of a positive linear relationship between
the sales price and the square footage of living space. However, this relationship does not mean there
are significant differences between North Ames, Edwards, and Brookside neighborhoods in purchasing
price and living space. A breakdown of the price to square footage between Edwards and Brookside
shows no significant difference. Our best estimate was that square footage cost $97 dollars less in
Edwards than Brookside, but this was not statistically significant. In North Ames, however, there was
strong evidence that square footage cost $113 more per hundred square feet than the same living space
in Brookside. This model explained only 49.03 percent of the variation and other variables should be
considered to strengthen the model. (See Appendix 1)

Analysis 2 Summary: Expanding on the request from the customer, we will seek to build the most
predictive model for the sale prices of homes in all of the neighborhoods in Ames lowa.

The Problem: Build three models; a simple linear regression model, a multiple linear regression model
comparing sales price, above ground living Area (GrLivArea), and number of full baths, and a custom
multiple linear regression model that will show the relationship of the most predictive variables. These
models will be compared to each other using metrics such as adjusted R squared, CV press and Kaggle
score.

Model 1: Simple Regression — Examining the relationship between Salesprice and lot area.
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An initial visual review of the plots between saleprice and lot area shows some right skewedness in the
histogram and g-q plot, suggesting the assumption for normal distribution is not met. Additionally, there
appears to be clustering of the residuals and several outliers with heavy leverage, suggesting that there
is not equal spread. In regard to the sample, we assume that the observations are independent and that
the data represents the entire single family housing population in Ames.

Log-Log Transformation

To mitigate for the lot size outliers (cases with 2 to 5 acres) we will perform a log-log transformation on
the sales price and lot area and examine the relationship between the two logged variables. (Note:
Limited information on the cost associated with acreage precluded an analysis that would have allowed
us to drop these most egregious outliers. Instead of ranged exclusion, we opted for log-log
transformations.) By first plotting the log - log transformed data, there is a better fitting linear
relationship between the logged saleprice (response variable) and the explanatory variable (Lot area).
Furthermore, a first look at the graphics seem to meet the assumptions. There does not appear to be
any potential influential point. Judging from the scatter plot, g-q plot and histogram of the residuals,
there is no evidence that the residuals do not follow a normal distribution with constant variance. We
continue to assume here that the observations are independent.

Fit Diagnostics for Isaleprice Qutlier and Leverage Diagnestics for ISalePrice
s

Scatterplot of log of Saleprice vs log of LotArea

RStudent

Resioual

M5 120 125 13 om oo ooz
Fredicted Valug Leverage

Astutert

Residua

Isalep
&
Cook's D

& k-3

g8

gl a

2

o

%o

noorom om0 om0 1m0
Predicted Value Obseraten

o Isaispnce
Fihean  Residual

157 0Es 025 11E 0o 04 08 00 04 as
Resiual Praporion Less

Regression

The REG Procedure
Model: MODEL1
Dependent Variable: Isaleprice

Number of Observations Read = 1456
Number of Observations Used = 1456

Pred log(Saleprice) = S0 + 51 log(LotArea)

Analysis of Variance

. Sum of Mean
Pred log(Saleprice) =9.193 + 0.311log(LotArea) Source OF | Squares | Square | Fualue | Pr-F
Model 1 37.13003 | 37.130023 | 270.52 | <0001
. . Error 1454 | 192.14465 0.13284
We are 95% confident that for each doubling of the lot area, Corrested Total | 1485 | 22027488
the median Saleprice rate will increase between oot wSE 036847 | Resquars | 01612
. Dependent Mean 1202455 Adj R-5¢ 0.1607
approximately (2°0.27) 20.6% and (270.35) 27.5%. Our — e
best estimate is an increase of (210.31) 24%. ——
Parameter | Standard
Variable | DF Estimate Error tValue Pr>[t] 95% Confidence Limits
Intercept 1 £.19280 0.16066 54.18  <.0001 8.85880 9.52540
ILotArea 1 031081 0.01860 16.72 | <.0001 0.27443 0.34728



Model 2: Multiple Regression with SalePrice~GrLivArea + Full Bath

By plotting the data first, we can tell there is some evidence of a positive relationship between the
explanatory variables and the response variable. Please see appendix 2 for additional visual plots.

Assumptions check:

There does appear to be an influential point in the Rstudent plot. That observation will require further
investigation. Judging from the scatter plot, g-q plot and histogram of the residuals, there is no evidence
that the residuals do not follow a normal distribution but there is not enough evidence to indicate a
constant variance. We assume here that the observations are independent.

Log — Log Transformation

We will do a log transformation of

Saleprice and living area and plot those f 3 - | | / =1 SRS Ll
variables against each other to see if ~¥ 1 ___F | ) i S
there is a linear relationship between — | U q. = ) ) =

them. Please see appendix 2 for plot. S R

Looking at the scatterplot matrix there is a positive linear relationship between the explanatory variables
(Living area and full bath) and the response variable (Sales price). The log transformed variables show a
more positive linear relationship between Isaleprice and |GrLivArea than the original data. We will build
and fit a model with the log transformed data.

Assumptions Check

There do appear to be three influential points. That observation will require further investigation.
Judging from the scatter plot, g-g plot and histogram of the residuals, there is no evidence that the
residuals do not follow a normal distribution and a constant variance.

We assume here that the observations are independent.

We fit our model with ran on our explanatory (Isaleprice) and dependent (IgrlivArea and Full bath). This
model has an Adjusted R square of 0.5637 which means this model estimates about 56.37% of the
variation in salesprice is explained by the explanatory variables, a SBC of -3860.2586, and a CV press of
101.20 . Please see appendix for more details on the model.

The next step is to build a model with the log of sale price as the explanatory variable and fit the model.

pred{/aleprice}= £ 0+4 1 AQrlivArea +£ 2FBO +4 3 FB1 + /£ 4 FB2 Reference = FB3

pred{/saleprice}= 6.9797+0.723 [grlivArea - 0.2424FBO0 - 0.2992FB1 — 0.142 FB2

pred{/Saleprice 4 | /GrLivArea, FullBath=0}=6.9797+0.723 /grlivArea - 0.2424FB0 = 6.9209 + 0.723 /grlivArea
pred{/Saleprice 4 | /GrLivArea, FullBath=1}=6.9797+0.723 /grlivArea - 0.2992FB1 = 6.6805 + 0.723 /grlivArea
pred{/Saleprice 4 | /GrLivArea, FullBath=2}=6.9797+0.723 /grlivArea — 0.142 FB2 = 6.8377+ 0.723IgrlivArea
pred{ ZSaIeprice-l | GrLivArea, FullBath=3}=6.9797 + 0.723 /grlivArea

We are 95% confident that for each doubling of the living area, the median Saleprice rate will increase
between approximately 59% (270.67 = 1.59) and 71% (2°0.78=1.71). Our best estimate is an increase of
65 % (270.72 = 1.647) after holding all other variables (Full Bath) constant. To get the regression
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equation for a specific full bath number, we will need to adjust that full bath’s coefficient with the

intercept in our regression model.

Custom Model

Effect
Step | Entered

For the custom model, we decided to go with
an automatic selection technique and then
finetune the model with manual selection
techniques. We did this by running stepwise,
forward and backward selection models on
the explanatory variables in the housing
dataset and our response variable
(Saleprice). The stepwise method made the
most sense with the highest R score and lowest CV press.
(See the graphic for Adjusted R square, SBC, and CV press).
So, for our custom model we chose the stepwise technique.

0 Intercept

1 | OverallGual
2 | IgrlivArea

3 | MS5ubClass
4 | YearBuilt

5§ | OverallCond
6 | BsmtFullBath
T | ILotArea

2

TotalBsmtSF

Because our model was so large, we opted to reduce the
number of variables manually by removing one variable at
a time and retesting the model. We will fit our final model
(1SalePrice ~1GrLivArea + OverallQual + MSSubClass +
GarageCars + YearRemodelAdd + Neighborhood). Several
of our variables were categorical and their coefficients
require individual assessment, which we review in
appendix 2.

Assumptions Check

Looking at our fit residuals, there does not appear to be any
influential point on the residual plots based on our RStudent
Plot. Judging from the scatter plot, g-q plot and there is no
evidence that the residuals do not follow a normal distribution
and a constant variance although our histogram looks slightly

The GLMSELECT Procedure

Stepwise Selection Summary

Effect Number Number = Adjusted

Removed Effectsin  Parmsin | R-Sguare SBC
1 1 0.0000 | -2060.4505
2 2 07032 | -3370.7018
3 10 0.7794 | -2805.9381
4 24 0.8230 | -3020.2705
5 25 0.8481 | -4023.1381
8 3z 0.8735 | -4135.0537
T 33 08252 | -4238 7106
8 34 08234 -4365 2208
2 35 0.2004% | 44235182

* Dptimal Value of Criterion

The GLM Procedure

Dependent Variable: Isaleprice

Source DF Sum of Squares Mean Square
Model 53 202.1354604 3.8138766
Error 1402 28.1392238 0.0200708
Corrected Total 1455 230.2746840

CV PRESS

176.3250

52.87.

725

30.5055
30.7557
281341
233770
214082

1887

12.01

F Value
190.02

R-Square CoeffVar Root MSE  Isaleprice Mean

0.877801 1178184 0.141671

Source DF Typel SS
IgrlivArea 1| 1243480171
OveraliQual 9 | 5269001008
MSSubClass 14 13.8300804
GarageCars 4 28710200
YearRemodAdd 1 25344040

Neighborhood 24 53420284

Source DF | Typell SS
igriivArea 1| 11.80242678
OverallQual o 7.45885323
MSSubClass 14 3.60053039
GarageCars 4 1.08850767
YearRemodAdd = 1 200372648

Neighborhood 24 584202844

skewed to the left due to the presence of some outliers in the data.

We will assume that all observations are independent of each other.

(Please see appendix for fit residuals plot)

12.02455

Mean Square = F Value
1243480171 619548
58554556 & 201.74
0.9885057 40.25
0.7170825 35.77
25244040 126.27
0.2434554 1213
Mean Square = F Value
11.80342678  588.00
0.82876147 41.20
0.25718074 12.81
0.40664042 2474
200373648 20.82
0.24345535 1213

787
7o~

Pr>F
<.0001

Pr>F
<.0001
<.0001
<.0001
<.0001
<.0001
<.0001

Pr>F
<.0001
<.0001
<.0001
<.0001
<.0001
<.0001



Comparing Competing Models

Predictive Models Adjusted R2 CV PRESS Kaggle Score
Simple Linear Regression 16 103.5 983
Multiple Linear Regression | .56 101.2 .864
Custom MLR Model .899 31.53 552
Other Models ...

Conclusion

Comparing the three models, that is our simple Linear regression, our multiple linear regression (MLR),
and the Custom MLR model, it is quite obvious that the custom MLR model with |IGrLivArea +
OverallQual + MSSubClass + GarageCars + YearRemodelAdd + Neighborhood as predictors for salesprice
is the most useful model to predict the sale price of the homes in lowa. It has the highest adjusted R2 of
0.899, and the lowest CV press of 31.53, our chosen metric for comparison. Approximately 89.9% of the
variation in the salesprice is explained by explanatory variables in the model. Interpreting the slope for
our regression equation will depend on what slope we want to interpret. For instance, interpreting the
slope for living area will mean that we are 95% confident that for each doubling of the living area, the
median Saleprice will increase between approximately 38% (270.46 = 1.38) and 45% (20.54). Our best
estimate is an increase of 41 % (270.5 = 1.41) after holding all other variables constant. There is strong
evidence (p-value < .0001) of a relationship with sales price.

Additionally, several categorical variables showed a statistically significant relationship with sales price
(See appendix 2), including several neighborhood, Model type, and the number of cars to the garage, but
varies based on the category. To get the regression equation for a specific categorical variables, we will
need to adjust that variable’s coefficient with the intercept in our regression model.

Project RShiny App: Statistical Insights (weiprecht.github.io)

Project RShiny Page: SFDS Final Project (weiprecht.github.io)

Interactive Graphic: Ames Housing App (shinyapps.io)

Project RShiny Github: Ames Housing App (shinyapps.io)



https://weiprecht.github.io/index.html
https://weiprecht.github.io/Housing_Final_Project_Code.html
https://weiprecht.shinyapps.io/ames_housing_app/
https://weiprecht.shinyapps.io/ames_housing_app/

Appendix 1: Analysis 1 Code —

Initial analysis of original data

# Initial dataset for Analysis Question 1: check assumptio
“*"{r housing_regression}

call:
Im(formula = salePrice ~ GrLivArea + Neighborhood, data = AmesHousing_Datal

Im(saleprice - GrLivarea + Neighborhood, data - AmesHousing_pata2}

1qQ median 3 Max
-165078 -16215 281 3 175400

Coefficients:

Estimate std. Error t value Pr(>[t|)
(Intercept) 53 5442.400 12.822 < 2e-16 **
GrLivArea - 760 3.149 14.533 < Ze-16 "
Neighborhoodedwards 2.155 4930.632 -0.585 0.559204
NeighborhoodNames 16105. 621 4365.352 3.664 0.000283 #**

vif_result <- vif(Im_model)
vif_result

mean_sale_price mean(AmesHousing Data2$salePriceHundr)
sd_sale_price

mean_sqr_ft mean{AmesHousing_Data2$GrLivAreaHundr)
sd_sqr_ft sd(amesHousing_pata? $GriivareaHundr)

signif. codes: o0 ‘* .00 '0.01 ‘%7 0.05 ‘.7 0.1 ° "1

Residual standard error: 29760 on 379 degrees of freedom
Multiple rR-squared: 0.3965, Adjusted R-squared: 0.3917
F-statist 83 on 3 and 379 DF, p-value: < 2.Z2e-16
AmesHousing_Data2 .
GVIF DF GVIFA(1/(2*DF))
GrLivarea 1.008149 1 1.004066
ggplot(AmesHousing_pata?, aes(x = salePriceHund Neighborhood 1.008149 2 1.002031
geom_histogram(aes ..d ), color =
geom_density(aes
stat_function(ae:

Added-Variable Plots
= sd_sale_price)) + =
e o o CRE =T 905
5 g s 8
. ‘[EarkbTud")) £ g7 ; £ e
s 4 o )
ggplot (AmesHousing_DataZ, aes(x = GrLivAreaHund E 7 g’ A 131e 3390 E e
geom_histogram(aes ) = 8 L [ N
e 8 g s 8- as
Co T T T T T e T T T T T T
-1000 0 1000 2000 3000 4000 06 04 02 00 02 04
sd_sqr_ft)) +
GrlivArea | others NeighborhoodEdwards | others
scale_colour_manual ("Distribution”, values =
e 8
5 £ 8
ggplot(AmesHousing Data?, aes(x = Neighborhood, y = salePriceHundr)) + T -
boxplot () + e o
il ri pistribution Ac s Neighborho g 2
5 8
hundre 3 é
aes(x
NeighborhoodMAmes | others
square Feet A
Neighborhood™,
square Feet (in hundreds)
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Internal Cross Validation:

internal_cross_validation}

saleprice ~ GrLivarea + Neighborhood

number 5.
verboseIter
summaryFunction

defaultsummary)

train(formula,
data = AmesHousing_Dataz,
method = "Im",
trcontrol = ctrl)

Interaction code:

cat("\n 1 ght d
pricefit - In(1saleprice - relevel(neighborhood, r
Susmary (pricefit

conf int (pricefit

tidy_susmary? <- tidy(pricefit

print (tidy_susmary2

plot (pricefit

cat

it2
summary (pric

In(Isaleprice — relevel (Neighborhood, ref
1tz

confint (pricefit2

tidy_summary? <~ tidy(pricefit2
print (tidy_susmary2

plot(pricefit2

Scatterplot code:

ok

(ggplot2)
ggplot (AmesHousing Data3, aes(x
geom_point() +

formula

“*“{r conversion}

intercept 7
coeff_Edwards -
coeff_NAmes
coeff_GrLivarea

original_intercept <- exp(intercept)
original_coeff Edwards <- exp(coeff_Edwards)
original_coeff_names exp (coeff_names)
original_coeff_GrLivArea <- exp(coeff_GrLivaArea)

interpretation_intercept
interpretation Edwards
interpretation_NAmes
interpretation GrLivarea

~ paste
"effect of Edwar

Effect of eriiv

print (interpretation_GrLivArea

Griivarea, data

lGrLivarea, y

“Intercept (in hundred

383 samples
2 predictor

NO pre-processing

Resampling: cross-validated (5 fold)

summary of sample sizes: 307, 305, 307, 306, 307
Resampling results:

RMSE
29756.1

Rsquared
0.4114803

MAE
20897.76

Tuning parameter ‘intercept’ was held constant at a value of TRUE

- ~Neighborhood interaction-

call:
Im(formula = 1salePrice ~ r.

(Neighborhood, re
6rLivArea, data —

ng_Data3)

e rkside™) =
Hou
Amestousing_pata3 Residuals:

10 Median 3 Max
-0.72688 -0.10946 0.02184 0.10651 0.52051

Coefficients:
Estimate std. Error t value Pr

(Intercept) 6.06485  0.54988 11.029

relevel(Neighborhood, 51 0.1

"BrkSide")Edwards
(Neighborhood, re 5

"Brkside”)Names _000146
< 2e-16
0.125044
2 0.000309

37

GrLivArea -

"BrkSide”)Edwards
"BrkSide” rLivArea

Area
e1(Neighborhood, ref
e d, re

22 0,001

caev 001 47 0.05 .0 0.1 * ' 1
on 373 degrees of freedom
1Griivarea, data - AmesHousing pata3 uared: 0.5029

97.5 %
14609601
53461692
-67202489
95142031
. 044409
14968157

d

, ref = "BrkSide”)Edwards
Neighborhood, ref )

"BrkSide”INames

"BrkSide" )Edwart
"Brkside”)Names

ea
Neighborhood, a -
Neighborhood, GriivArea -0.5009937

1saleprice, color Neighborhood

s5e =

Yy ~ X, )
ip of Logged Price and Logged L
d sale Price”, color

Neighborh:

of dollars):”, round(original_intercept,

hundreds of dollar ' riginal_coeff_edwards,

of dollars (original_coeff_Names, 2))

hundreds of square feet):", round(original_coeff_errivarea, 2



Appendix 2: Initial dataset for Analysis Question 2

|AmesHousing DatasNeighborhood <~ as. factor (AmesHousing_Data$Neighborhood)

salePriceHundr
GrLivAreaHundr
LOTAreaHundr

= Floor (AmesHousing_Data$saleprice
<~ floor (AmesHousing_pataserLivarea /
- floor (AmesHousing DatafLotArea /1

190, 339)
sing_patal-rows_to_drop, 1

summary (AmesHous ing_patad)

Im_model <- Tm(salePrice ~ LotArea, data - AmesHousing_Datad)

summary (1m_model)

mean_sale_price
sd_sale_price

- mean(AmesHousing_Data4ssalePriceHundr)
- sd(AmesHousing_Data4 $salePriceHundr)
<~ mean(AmesHousing Data4$LOTAr eaHum
sd(AmesHousing_Data4$LotAreaHundr)

plot (Im_model)

ggplot (AmesHousing_Datad, ae: salepriceHund
geom_histogram(aes (y

geom_density(aes (color
stat_function(aes(color

. i - R +

sd_sale_price)) +

i1 =

¥y
geom_density(aes (color
stat_function(aes(color

otmean_sqr_ft,

» values = c(

Totsd_sqr_ft)) +

ggplot (AmesHousing_Data4, aes(x = Neighborhood, y = SalePriceHundr)) +
geom_boxplot () +
Tabs(titl

tribution Acr Neighbor ho

. vijust = 0.5, hjust=

eighborhoo:
e Feet (in hund
element_text(angl

Additional Data for Model 1: This is the code for the sales price by the lot areas. The code includes a cv

press details and then the simple linear model.

proc glmselect data = housing3;
/* where LotArea not in (63887,40094); */

~ denany

e e (r Fviests)

ees s L i Hurckecds]

‘SalePrice Distribution Across Neighbarhoods

Lot Square Feet Across Neighborhoads

Heiarbamace

Residuals vs Leverage
o
k-]
w 0 -
= 2]
ER
R
B
L s
g oo f
[
250 °
T A 136° 14
T T T T T T
0.00 0.05 0.10 0.15 0.20 025 0.30
Leverage
Im(SalePrice ~ LotArea)

model ISalePrice = llotArea / selection= Stepwise(stop = cv) cvmethod = random(10) CVDETAILS stats = adjrsq;

run;

/* Regression Code to get plots for SLR model */
proc reg data = housing3;
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model Isaleprice = ILotarea;
run;

Residuals for Isaleprice

Residual

Code for Model 2: Includes CV Press and output.

Isaleprice

95% Predicton Limds

Observafions 145

Ad) R-Squere 01607

The GLMSELECT Procesurs

/* Backward Selection for 2nd Model */ proc glmselect data = housing3; Class Fullbath; model ISalePrice =
IGrLivArea FullBath / selection= backward(stop = cv) cvmethod = random(5) CVDETAILS stats = adjrsq; /* selection

= stepwise(stop = SL SLE = 0.05 SLS =0.05) STATS=adjrsq; */ run;

/*Proc glm model to fit 2nd Model*/
proc glm data = housing3 plots=all;

Class Fullbath;

model ISalePrice = IGrLivArea Fullbath / solution clparm;

run;
Scatterplot of Saleprice vs Living Area Vs FullBath
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Scatterplot of Saleprice vs Living Area Vs Fullbath

& 7 s Fit Diagnostics for Isaleprice
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Analysis of Covariance for Isaleprice

salepnce

FulBath —e—0 —e—1

Parameter estimates for model 2:

Residual Plot for Isaleprice

Standard
Parameter Estimate Error  tValue Pr>|Y 95% Confidence Limits
Intercept 6.070730075 B 0.22407561 31.02 <.0001 6.538426854 7.421051207
IgrlivArea 0.722070081 0.02704304 2588 <.0001 0.668257018  0.777883147
FullBath 0 -0.242434141 B 0.10202764 -2.38 00176 -0.442571579 -0.042206703
FullBath 1  -0200228013 B 0.05304306 564 <0001 -0.403277200 -0.195178737
FullBath 2  -0.142160707 B 0.04808408 -2.00  0.0038 -0.238240881 -0.046071754
FullBath 3 | 0.000000000 B
Code for Model 3:

Stepwise Selection For custom model
proc glmselect data = housing3;

Class MsSubclass Utilities LotConfig LandSlope Neighborhood Condition1 Condition2 BldgType HouseStyle
OverallQual OverallCond RoofStyle RoofMatl Exteriorlst Exterior2nd MasVnrType ExterQual ExterCond Foundation
BsmtQual BsmtCond BsmtExposure BsmtFinTypel BsmtFinType2 Heating HeatingQC CentralAir Electrical
KitchenQual Functional FireplaceQu GarageType GarageFinish GarageQual GarageCond PavedDrive PoolQC Fence
MiscFeature SaleType SaleCondition;

model ISalePrice = MSSubClass LotFrontagen |LotArea Utilities Lotconfig LandSlope Neighborhood Condition1
Condition2 BldgType HouseStyle OverallQual OverallCond YearBuilt YearRemodAdd RoofStyle RoofMatl Exterior1st
Exterior2nd MasVnrType MasVnrArea ExterQual ExterCond Foundation BsmtQual BsmtCond BsmtExposure
BsmtFinTypel BsmtFinType2 BsmtUnfSF TotalBsmtSF Heating HeatingQC CentralAir Electrical fstFlrSF ScndFIrSF
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LowQualFinSF IGrLivArea BsmtFullBath BsmtHalfBath FullBath HalfBath BedroomAbvGr KitchenAbvGr KitchenQual
TotRmsAbvGrd Functional Fireplaces FireplaceQu GarageType GarageYrBIt GarageFinish GarageCars GarageArea
GarageQual GarageCond PavedDrive WoodDeckSF OpenPorchSF EnclosedPorch SsnPorch3 ScreenPorch PoolArea
PoolQC Fence MiscFeature MiscVal MoSold YrSold SaleType SaleCondition / selection=stepwise (stop = cv)
cvmethod = random(10) CVDETAILS stats = adjrsq;

/* selection=backward (stop = cv) cvmethod = random(10) CVDETAILS stats = adjrsq; */ /* selection =
backward(stop = SL SLS = .01) stats = adjrsq; */

run;
Building and fitting custom model with proc gim

proc glm data=housing3 alpha=0.05 plots=all; class Neighborhood OverallQual MsSubclass GarageCars ;
model ISalePrice = IGrLivArea OverallQual MsSubclass GarageCars YearRemodAdd Neighborhood / solution clparm;
run;

Proc Glmselect on custom model to get the CV press score

proc glmselect data=housing3;

class Neighborhood OverallQual MsSubclass GarageCars ;

model ISalePrice = IGrLivArea OverallQual MsSubclass GarageCars YearRemodAdd Neighborhood /
selection=stepwise (stop = cv) cvmethod = random(10) CVDETAILS stats = adjrsq;

run;

Plots and Parameter Estimates for the custom model 3:

The GLMSELECT Procedure
Fit Diagnostics for Isaleprice Selected Model

The selected modelis the model at the last step {Step 6).

Effects: | Interospt lgrvarea OverallQual MSSubClass GarageCars YearRemodAdd Neighborood

Source

Model 53| 20213548 28138 10002
Error 1002 | 2813022 | 0.02007
Correoted Total | 1455 | 23027408

Root MSE 014167
DependentMean | 1202455
Resquare 0a7s
AdiRSq oamz
Alc P

Alce 417538017
sec 35248208
ER " 2 3 o v PRESS 3153885
Quantile Pradicted Value

= Fi-Mean  Residual Gross Validation Defails

= \ o Observations
= \ o e Index | Fitted | Left Qut CVPRESS
- os 51 | e 2mn
g A o 4 ot | s amw
. / |_ s RSame 08778 | 7| s
1 108 Ad R-Squere 08732 | aaas

0 o4 000408 000408

1213 143 2mems
28 157 aomm

wz| s zem
e 12| 1| 27
o 10| e amm
w0 an s 28
o 318300

Final Custom Model Coefficients:
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Farametsr Estimate Emor | tvale | Frejf 35% Conflgenca Limits
Intercapt AZBO743ME | B | 052245785 | 819 | <0001 | 255850005 | 5305626501
Igrivirea 0456418551 00247035 | 2435 | <0001 | (45263705 | D.5I65T447E
OveraBGual 1 -QEIEAE5062 | B | (L1S0EST1E | -6.00 | <0001 | 1212802816 | -DE21327308
B -10.03 | <0001 | -1.153855727 | 0776330501
B 1506 | <0001 | -D.G14540516 | 0703675428
4 B 1420 | <0001 | DTHAIT0ES | 05EZTEIS
OveraBoual § ISEIRSANES | B | (O4IB4RIS5 | -13.10 | <0001 | -DE4B314521 | -047RECE4ES
OveralQual & 1500773943 | B | Q04163398 | -11.57 | <0001 | -0.E2B46683 | -0.418600403
OveralQual 7 Q425310777 | B | 004032303 | -10.55 | <0001 | 0504410742 | 0386210812
328527673 | B | 00388476 A48 | <0001 | -0.404733666 | 0252321480
0945029305 | B | 004238574 <142 | 0.0006 0081877184
OveralQual 10 Q.000000000 | B B - .
M$3ubClass 20 Q124482872 | B | 003019460 412 | <0001 | 0.06525%413 | 0183714331
B Q.63 | 05827 | 0047132449 | OOA4B0136
40 B Q.56 | 05720 | 0107010608 | 0193340564
45 B 1.06 | 02880 | -0.045897623 | 0152637758
B 4005 | 09612 0.055867170
B 181 | 00564 | -0.001636129 | 0121431955
70 B -1.38 | 01726 | 0109723815 | 0.019604768
75 B 4088 | 03751 | Q128504432 | 0088450082
0114089280 | B | 003620347 324 | 00012 | 0045032148 | 0183146430
Q180177468 | B | 004432706 4.06 | <0001 0267131970
B -1.0d4 | 03007 | 0102398416 | 0031836055
120 B 200 | 00430 | 0.00Z3H0642 | 0.145BBG2A1
160 0123474686 | B | 001868541 | 311 | 00079 | -0202116410
M35ubClass 150 0112673650 | B | QL0B3MEZRS | 178 | 00760 | -QONSITETE | 0237164960
M35ubClass 130 0000000000 | B B .
GarageCars -Q33EI7ES6 | B | QLOBGETEAT | -5.00 | <0001 | -0467S36504 | 0205116283
GarageCars 1 -QZ2E01I060 | B | QLOGSEEIS4 | 348 | 00006 | 0350211628 | 009914482
GarageCars 2 A09B2450261 | B | (LOESZ2R4E | 280 | Q0052 | -LI10S06177 | -D.054404385
GarageCars 3 D1052432 | B | Q0BETT217 | 1.6 | 00835 | -LM30IESS4 | D018EI1E00
Garagecars £ Q000000000 | B B
956 | <0001 | 0.O0I9B03X | DOM2BEZTSI
Malghborhood Bimngtn | 0183533512 | B | Q05764481 | 336 | 00006 | 0308672485 | -DOB0S1453
-0.140708857 | B | 01214701 -1.25 | 02006 | -0.360703022 | 0079265028
-01.240913052 | B | 006222150 <187 | 00001 | 0362970332 | 0118886772
Meighborhood BrkSide | 0772058188 | B | Q04865307 <345 | 00006 | -0.2B9A52R57 | 0074263581
B 042 | 06726 | 0122083892 | 0078803352
Halghborhood ColigCr -0.945262305 | B | 004457194 <123 | 00013 | 0233481044 | 0057042858
B A28 | Q7797 | 0110214315 | 0082667587
Meighborhood Edwards | -0.234838557 | B | Q04671790 4500 | <0001 | 0326543080 | -0.143264035
Glbert -0.180440445 | B | Q04678302 <1.86 | Q.0001
-01.345221880 | B | 005104350 665 | <0001 | 0447117420 | 0243326381
Heighborhood Meadowy' | -0.260048050 | B | 006314308 412 | <0001 | Q383914045 | 0136163873
Naighborhood Mitchel ALET2E1571 | B | 004810205 <348 | 00005 | 0261821321 | -0.07200181
-1BE07EI6E | B | Q04462673 415 | <0001 | 0274011049 | 0098141683
HPRVIL Q122759636 | B | 006509543 -1.86 | 0.0631
Heighborhood NWWames | -0 181263362 | B | Q0456076 <188 | 00001 | -0.272500624 | -0.083927100
B 064 | 05224 | 0129526164 | 0085813310
B | 004718702 SL17 | 02421 | Q147788077 | 0037340477
NelgDOMO0D CMITOWN | 0309081783 | B | 004758537 | 650 | <0001 | 0402428061 | -D2157303625
NEIgDOMOOD SMISU | 0209732442 | B | 00567854 | 363 | 00001 | 0316888095 | 0101875788
Sawyer | 0205185796 | B | 004702151 | 436 | <0001 | -0.2S7425001 | -0.112845890
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