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Getting started on the cloud
• the Alliance has multiple Infrastructure-as-a-Service (IaaS) clouds

• You (or PI) can apply for a cloud project with a quota of resources
• Networks, “flavors” and various other options are provided
• You setup and manage your own virtual machines (VMs), including storage
• Lots of terminology specific to cloud management software OpenStack

• e.g. VMs vs. instances

• Our clouds:
• Arbutus
• Cluster sites, including Béluga, Graham, and Cedar

https://docs.alliancecan.ca/wiki/Cloud


OpenStack Horizon - Dashboard

instance <-> running VM



Prerequisite cloud usage information

How to set up a virtual machine, 
including choosing
image (operating system)

security rules

access, including network access + ssh key

https://docs.alliancecan.ca/wiki/Cloud_Quick_Start

Security best practices:

https://docs.alliancecan.ca/wiki/Security_consideration
s_when_running_a_VM



Cloud storage types

Ephemeral disk storage Volume storage

Shared file system 
storage Object storage



Ephemeral disk
• Linked to a single instance
• Destroyed when instance dies, any back up must be enabled by user
• Use cases:
• Storage for operating system if launched from image

• common with “compute” flavors
• may outperform root stored in a volume



Volume storage
• Can be attached to different VMs, like a USB stick
• Mounted on a single VM at a time, like a USB stick
• Hardware redundancy, unlike a USB stick
• Not backed up by default
• Designed as “block” storage, must be formatted to use for a file 

system
• Use case:
• Data that only needs to be used on a single VM at once
• Storage for operating system/root of persistent VM



Creating a new volume



Attaching a volume



Formatting + file system for volume



Mounting a volume

• Make directory to mount on:
sudo mkdir /media/data

• Mount to that directory
sudo mount /location/of/volume /media/data

• Optional: manage ownership of mounted directory, e.g. change 
ownership to user
sudo chown -R ubuntu /media/data



An example use case

• Solve linear system of equations, 𝐴𝑥 = 𝑏 for multiple large and sparse 
matrices 𝐴, 𝑏 = 1
• Matrices obtained from SparseSuite

https://people.engr.tamu.edu/davis/suitesparse.html
• Want to store many (possibly large) matrix files
• Solve using MUMPS linear solver

https://people.engr.tamu.edu/davis/suitesparse.html


An example use case
ubuntu@storageexample:/media/data$ cat runall.sh
#!/bin/bash
module load mumps-parmetis

runfile=c_example_read_mm
logfile=out.txt
rm $logfile
for foldername in *; do

if [ -d "$foldername" ]; then
echo $foldername
cd $foldername
cd ..
time { ./$runfile ${foldername}/${foldername}.mtx >> $logfile; 

}
fi

done



Shared file system storage
• Also called CephFS
• Backed up externally
• Can be accessed by multiple instances simultaneously
• Is most like a HPC cluster experience
• Setup may be tricky
• Currently only available on Arbutus



Using shared file 
system

• Create share (if needed)

• Configure system and mount
• https://docs.alliancecan.ca/wiki/Arbutus_CephFS

• Manage access for mounted directory

sudo chown -R ubuntu /mnt/def-shuber-example

https://docs.alliancecan.ca/wiki/Arbutus_CephFS


Object storage

• Flat file system
• Files stored together in buckets
• Public/private access switchable
• Files not editable in the store
• Customizable metadata
• Access via a client, e.g. s3cmd 

https://docs.alliancecan.ca/wiki/Arbutus_Object_Storage_Clients

• Use case:
• Reading millions of small files
• May integrate with software, e.g. Pytorch

Be kind, don’t store millions of 
small files in a shared file 

system

https://docs.alliancecan.ca/wiki/Arbutus_Object_Storage_Clients


Dashboard setup and management

<- OpenStack bucket



Accessing your objects with s3cmd
#!/bin/bash
module load mumps-parmetis

runfile=c_example_read_mm
logfile=out.txt
filelist=$(s3cmd ls s3://def-shuber-example/ | awk '{ print $4 }')
for matrixname in $filelist; do

echo $matrixname
time {

s3cmd get ${matrixname} matrix.mtx;
./$runfile matrix.mtx >> $logfile;
rm matrix.mtx;

}
done



Thanks for listening!

Further details and help
• https://docs.alliancecan.ca/wiki/Cloud
• cloud@tech.alliancecan.ca

Questions?

https://docs.alliancecan.ca/wiki/Cloud
mailto:cloud@

