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GenAI Foundations



What is GenAI?

• AI models trained to produce content
o text, images, audio, video, code

• Tools such as Chat-GPT, Genesis, and DALLE-3

• Prior AI models could recognize patterns, 
but couldn’t create “new” things

Note
Many more types of models 
are available! Checkout this 
Wikipedia section for some 
other examples. 

https://en.wikipedia.org/wiki/Generative_artificial_intelligence
https://en.wikipedia.org/wiki/Generative_artificial_intelligence


• Generative AI isn’t new, its wide availability & easy use is

• A brief timeline
• 2014 - 2017 → Critical technologies emerge (e.g. GANs)
o 2019 - 2020 → LLMs are developed (BERT & GPT-3)
o 2022 →OpenAI releases ChatGPT

• Rapidly evolving space

Note
A more complete timeline 
can be found here.

https://proceedings.neurips.cc/paper_files/paper/2014/file/5ca3e9b122f61f8f06494c97b1afccf3-Paper.pdf
https://arxiv.org/abs/1810.04805
https://arxiv.org/abs/2005.14165
https://openai.com/blog/chatgpt
https://toloka.ai/blog/history-of-generative-ai/
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Generative AI in Research

1.Research in AI or LLM methods
§ E.g. new architectures, alternatives to attention, optimizations

2.Research about AI or LLMs
§ E.g. ethics of data collection, philosophy, how LLMs will affect jobs

3.Research with AI or LLMs
§ Application of existing models/tools to other research areas

§ E.g. analysis, writing, summarizing, coding

Dursi, J. 2024, February. RCT #175 - Digital Humanities’ LLM Edge. Research Computing Teams, 175. Retrieved from 
https://newsletter.researchcomputingteams.org/archive/rct-175-digital-humanities-llm-edge-plus-eoling-a-8332/ 
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Opportunities



Roles of GenAI in Research
The many hats of GenAI in research 



Van Noorden, R., & Perkel, J. M. (2023). AI and science: What 1,600 researchers think. Nature, 621(7980), 672–675. https://doi.org/10.1038/d41586-023-02980-0

How Researchers 
Use LLMs
Q: What do you use generative 
AI tools for? (Choose all that 
apply)

https://doi.org/10.1038/d41586-023-02980-0


Roles of GenAI in Research

Bazarova, N., Belot, M., Elemento, O., Joachims, T., Li, A., MacRae, B., Mimno, D., Placanica, L., Rush, A. M., Shu, S., Warner, S., & You, F. (2023). 
Generative AI in Academic Research: Perspectives and Cultural Norms (p. 33). Cornell University.



Roles of GenAI in Research

Copyeditor

Bazarova, N., Belot, M., Elemento, O., Joachims, T., Li, A., MacRae, B., Mimno, D., Placanica, L., Rush, A. M., Shu, S., Warner, S., & You, F. (2023). 
Generative AI in Academic Research: Perspectives and Cultural Norms (p. 33). Cornell University.



Roles of GenAI in Research

Ghost Creator

Bazarova, N., Belot, M., Elemento, O., Joachims, T., Li, A., MacRae, B., Mimno, D., Placanica, L., Rush, A. M., Shu, S., Warner, S., & You, F. (2023). 
Generative AI in Academic Research: Perspectives and Cultural Norms (p. 33). Cornell University.



Roles of GenAI in Research

Research Assistant

Bazarova, N., Belot, M., Elemento, O., Joachims, T., Li, A., MacRae, B., Mimno, D., Placanica, L., Rush, A. M., Shu, S., Warner, S., & You, F. (2023). 
Generative AI in Academic Research: Perspectives and Cultural Norms (p. 33). Cornell University.



Roles of GenAI in Research

Sounding Board

Bazarova, N., Belot, M., Elemento, O., Joachims, T., Li, A., MacRae, B., Mimno, D., Placanica, L., Rush, A. M., Shu, S., Warner, S., & You, F. (2023). 
Generative AI in Academic Research: Perspectives and Cultural Norms (p. 33). Cornell University.



Roles of GenAI in Research

Educator

Bazarova, N., Belot, M., Elemento, O., Joachims, T., Li, A., MacRae, B., Mimno, D., Placanica, L., Rush, A. M., Shu, S., Warner, S., & You, F. (2023). 
Generative AI in Academic Research: Perspectives and Cultural Norms (p. 33). Cornell University.



Use Cases
How can we apply those roles to stages of the research process?



Literature Review

• Research Assistant
• Triaging sources for inspection

• Orientation to the research landscape

• Educator
• Explaining jargon



Writing

• Ghost Creator
• Writing drafts

• Generating titles or abstracts

• Sounding board
• Improving clarity

• Raising questions or concerns

• Reviewing style – voice, tone, etc.



Writing Code

• Copyeditor
• Help discover why code might be broken

• Ghost Creator
• Generate documentation for code you wrote

• Write code for visualizations

• Educator
• Explain other code

Note
Checkout Marie’s webinar 
on GitHub Copilot here

Warning
As with any code found on 
the internet, there is no 
guarantee the code genAI
produces is correct!

https://mint.westdri.ca/ai/wb_copilot


Other Opportunities

• Reducing language barriers

• Identify funding opportunities

• Finding collaborators

• Etc.



Discipline Specific Resources

• Can Large Language Models Transform Computational 
Social Science? article

• Generative AI for Economic Research: Use Cases and 
Implications for Economists article

• Leaps and Boundaries: The Expert Panel on Artificial 
Intelligence for Science and Engineering. report

• Using large language models in psychology. article

https://doi.org/10.48550/arXiv.2305.03514
https://www.brookings.edu/wp-content/uploads/2024/01/JEL-2023-1736_published_version.pdf
https://www.cca-reports.ca/wp-content/uploads/2022/05/Leaps-and-Boundaries_FINAL-DIGITAL.pdf
https://www.nature.com/articles/s44159-023-00241-5


Risks



Van Noorden, R., & Perkel, J. M. (2023). AI and science: What 1,600 researchers think. Nature, 621(7980), 672–675. https://doi.org/10.1038/d41586-023-02980-0

Problems of 
Generative AI
Q: Where do you think 
generative AI may have 
negative impacts on research? 
(Choose all that apply)

https://doi.org/10.1038/d41586-023-02980-0


Practical Concerns
The immediate risks of using generative AI



Inaccuracy (a.k.a. hallucinations)

• GenAI models can present inaccurate information as fact
• Even citations might be fictional

• Stochastic Parrots 🦜
• They sound good, but don’t understand what they’re saying



Data Privacy

• In general, publicly available models will
• Upload & retain data to their own servers

• Use data for model training

• Consider
• Are there data licenses or laws you must follow?

• Would you be upset if some portion of your prompt was used in a 
response to another user?



Model Bias

• Models can blindly perpetuate biases they learn from the 
internet

• Some models are “coached” to act in a certain way and 
(hopefully) minimize these harmful biases

Clune, J., & Murphy, G. (2024, February 15). Pitfalls and Potential: Integrating Generative AI into your Research and Scholarship.
https://research.ubc.ca/pitfalls-and-potential-integrating-generative-ai-your-research-and-scholarship/recording

https://research.ubc.ca/pitfalls-and-potential-integrating-generative-ai-your-research-and-scholarship/recording


Researcher Duty
We must hold ourselves (and others) accountable to these duties



Duties

• Duty of Verification
• DO verify the accuracy & 

validity of GenAI outputs

• DO check for unintentional 
plagiarism

Bazarova, N., Belot, M., Elemento, O., Joachims, T., Li, A., MacRae, B., Mimno, D., Placanica, L., Rush, A. M., Shu, S., Warner, S., & You, F. (2023). 
Generative AI in Academic Research: Perspectives and Cultural Norms (p. 33). Cornell University.



Duties

• Duty of Disclosure
• DO document & disclose use of 

GenAI in all research stages

Bazarova, N., Belot, M., Elemento, O., Joachims, T., Li, A., MacRae, B., Mimno, D., Placanica, L., Rush, A. M., Shu, S., Warner, S., & You, F. (2023). 
Generative AI in Academic Research: Perspectives and Cultural Norms (p. 33). Cornell University.



Duties

• Duty of Discretion
• DO NOT assume GenAI is 

private

• DO NOT share confidential, 
sensitive, or proprietary 
information with public GenAI

• DO NOT assume GenAI output 
is already in the public domain

Bazarova, N., Belot, M., Elemento, O., Joachims, T., Li, A., MacRae, B., Mimno, D., Placanica, L., Rush, A. M., Shu, S., Warner, S., & You, F. (2023). 
Generative AI in Academic Research: Perspectives and Cultural Norms (p. 33). Cornell University.



Bigger Picture Concerns
The potential long-term implications of using genAI



Bigger Picture Concerns

• How might widespread adoption of genAI impact scientific 
research?

• For example, we may consider
• Will researchers gravitate towards certain research questions?

• How will reward structures adapt to hyper-productivity?

• How should mentorship & training change?

• Will unique perspectives & voices be diluted?



Best Practices



Policies & Guidelines
a.k.a. following the rules



Current Trends

• Funding agencies and publishers continue to release policy 
on the use of generative AI

• In general, the trend seems to be

Allowed Conditions

Grants ✓ disclosure, human oversight

Publications ✓ disclosure, human oversight, 
limited to specific purposes

Peer reviews ✕ n/a



Canadian Federal Funding Agencies

• Awaiting official guidance from the tri-agencies

• Advice from ad hoc generative AI panel of external experts
oUrged against blanket ban on gen AI in grant writing. Instead,

§ Make applicant ultimately accountable for application's content

§ Require disclosure in the use of gen AI in proposal preparation

oAdvised disallowing reviewers from unsanctioned used of gen AI

https://science.gc.ca/site/science/en/interagency-research-funding/policies-and-guidelines/use-generative-artificial-intelligence-development-and-review-research-proposals/advice-ad-hoc-generative-ai-panel-external-experts


Publisher Guidelines

• Many academic publishers and journals have released policy 
on the use of Generative AI in academic publication. 
• Nature, Science, Springer, Elsevier, Taylor & Francis

https://www.nature.com/nature-portfolio/editorial-policies/ai
https://www.science.org/content/blog-post/change-policy-use-generative-ai-and-large-language-models
https://www.springer.com/gp/editorial-policies/artificial-intelligence--ai-/25428500
https://www.elsevier.com/about/policies-and-standards/the-use-of-generative-ai-and-ai-assisted-technologies-in-writing-for-elsevier
https://newsroom.taylorandfrancisgroup.com/taylor-francis-clarifies-the-responsible-use-of-ai-tools-in-academic-content-creation/


Advice from the field
Learning from others



Advice from the field

• Choose the right model
• Each has trade-offs

• Some models specialize in certain 
task/discipline intersections

Note
Checkout this blog post for 
model comparisons

https://www.oneusefulthing.org/p/which-ai-should-i-use-superpowers?publication_id=1180644&utm_campaign=email-post-title&r=3ecf2t&utm_medium=email


Advice from the field

• Prompt engineering
• Garbage-in, garbage-out

• A little familiarity goes a long way

• Frameworks can help guide prompts

• e.g. Role-Task-Format



Ihsan, A. (2023, November 15). 6 ChatGPT Prompt Frameworks I wish I’d had from the start. 
https://www.linkedin.com/pulse/6-chatgpt-prompt-frameworks-i-wish-id-had-from-start-arslan-ihsan-ihxkf/

https://www.linkedin.com/pulse/6-chatgpt-prompt-frameworks-i-wish-id-had-from-start-arslan-ihsan-ihxkf/


Advice from the field

• Do not implicitly trust GenAI
• Don’t directly use model output, instead ask 

for advice to incorporate yourself

• Sounding board, rather than ghost creator

• Remember, you’re responsible for 
anything you put your name to!



Conclusion



To Remember

• Generative AI isn’t always the right tool

• When deciding whether to use genAI consider

• Policies restricting/prohibiting this use of genAI

• Risks & benefits to using genAI for this purpose

• Whether it is important the work make use of your unique 
perspective, expertise, or opinions?
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