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Preview

Why HPC

 Make a case using a hydrological example 

Typical workflow for running a hydrological modelling job 
on HPC

Demonstration
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Why HPC for Hydrological Modelling? 

Modelling exercises usually involve several steps

Sensitivity analysis, parameterization, uncertainty quantification

Simulations typically require large computational resources

e.g. Global sensitivity analysis

Requires a large sample size for convergence

e.g., for 𝑛𝑝𝑎𝑟𝑠 = 40, 𝑛𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑠 = 84000, and, one minute per simulation, 

~60 days are required for serial sensitivity analysis
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Why HPC ? (cont’d)

Parallel computation is required for practical use

Large memory and many CPUs may be required 

Usually impossible to accomplish on local computers

Using HPC is an optimum solution

e.g., Cedar cluster: up to 48 cores per node, 28 days

Multiple nodes can be run (independently) to finish jobs in short time
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Workflow to Run a Job on HPC 

Common steps

Acquire HPC cluster information

Develop your script/code

Log into HPC cluster

Transferring files

Testing and submitting a job

Monitoring jobs and retrieving results
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Workflow to Run a Job on HPC (1/14)

Transferring files to HPC cluster

Using WinSCP, FileZilla, Globus

Using the command prompt (PowerShell)

Using the scp command
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Workflow to Run a Job on HPC (2/14)

Logging into an HPC cluster using an SSH client

Install Putty

an SSH client that securely connects to the remote machine and displays the screen
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Workflow to Run a Job on HPC (3/14)

You’re in. What now?

Is the software you need available on the HPC cluster? 

Remember: HPC clusters run Linux!

Common software available

e.g., R, Python, etc.

Load the software and install the required libraries from the HPC 

cluster
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Workflow to Run a Job on HPC (4/14)

A high level scripting language (e.g. R, Python) is usually required

To call the software

e.g., hydrological model

To use available packages 

e.g. for sensitivity analysis, optimization, parallelization of jobs, data manipulation, etc.

To post-process results
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Workflow to Run a Job on HPC (5/14)

Do you need a custom piece of software?

Compilation might be required

For example, to compile a Fortran application
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Workflow to Run a Job on HPC (6/14)

Preparing the project directory

Transfer (copy) all the files needed to successfully run your model

Create subfolders for parallel computations

Usually each process updates the parameters and writes to the output file

Subfolders are required to avoid overwriting and errors

Use a shell script to generate subfolders and create symbolic links

create symbolic links for repetitive files that do not update during a simulation

A symbolic link keeps a single copy of the input file and ‘points’ to original file

A symbolic link  saves space
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Workflow to Run a Job on HPC (7/14)
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Create “duplicateSubfolders.sh” in the main folder

Make it executable and execute the shell script



Workflow to Run a Job on HPC (8/14)

Running multiple Fortran executables for each process

Using a shell script wrapper for each process

Passing default arguments to binaries or 3rd party apps. (e.g. remove unnecessary outputs)

Changing path and launch the executable(s)

13



Workflow to Run a Job on HPC (9/14)

Testing the code before submitting a job

Test run your code at a small scale

To avoid failing of jobs after a long queue
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Workflow to Run a Job on HPC (10/14)

If your code doesn't run

e.g., error returned for a parallel R code calling a Fortran app.
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Workflow to Run a Job on HPC (11/14)

Debugging a parallel R code

cl<-parallel:: makeCluster(no_cores,outfile="")

Alternatively, you can serialize the job
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Workflow to Run a Job on HPC (12/14)

Submitting a job to the HPC cluster

Preparing a submission script

Define parameters in the HPC cluster

Execute the job

Call the script that will run your software

⁃ R calls a hydrological model
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Submission script >> runs the R script >> calls the hydrological model



Workflow to Run a Job on HPC (13/14)

Submitting a job to the HPC cluster

Preparing a submission script (submitJob.sh)

sbatch submitJob.sh
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Workflow to Run a Job on HPC (14/14)

Check the status of (a) job(s)

Helps to identify whether a job has started or pending (failed)

Helps to know when a specific job in a queue starts

Helps to distinguish the path from which a specific job was 

submitted 
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Demonstration
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Questions ?

Befekadu.woldegiorgis@umanitoba.ca
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The parallel computing job
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Par1, par2, par3,…

2nd Simulation

3rd Simulation
.
.
.

(n-2)th Simulation

(n-1)th Simulation

(n)th Simulation

𝑖 =
𝑛

3

𝑖 = 1

n parameter sets Results (timeseries)

Tstep: 1,2,3,….T-2, T-1, T

= n x T matrix

n/3 loops, each with 3 parallel tasks
95 %

.

.

.

.

.

.

.

Par1, par2, par3,…

Read model 

outputs

𝑗 = 1
𝑗 =

𝑇
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