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Abstract— This paper proposes a new framework of online
hybrid control for virtual characters, which combines multi-
objective control and motion capture techniques. At each time
step, the motions of the operator are captured and sent to
the character. These captured motions help the character
understand what task the operator wants it to perform. Then,
the character decides by itself how to execute proper actions
while maintaining its balance, in a virtual environment which
is different from the real world. Given a manipulation task,
the desired virtual task wrench is computed thanks to a force
control approach. The control system takes these task wrenches
into consideration and solves a constrained quadratic problem
for joint torques, which are then used to drive the virtual
character. The whole control problem is solved online so that
the virtual character can interact in real-time with the virtual
environment as well as the operator. Examples using this control
framework are presented as results from simulation.

Index Terms— Virtual character control, Optimization, Bal-
ance control, Manipulation, Force control, Interaction.

I. NOMENCLATURE

We use the following nomenclature in this paper.
M  Generalized inertia matrix.

q Vector of joint angles.
T  Vector of velocity in generalized coordinates
(T —_ VTOOt

root body of the virtual character).
T  Vector of acceleration in generalized coordi-
nates.
The set of joint torques.
L Matrix to select the actuated degrees of freedom

(L{H).

J Jacobian matrix associated with different frames
denoted by subscripts com (for center of mass),
watst (for waist body frame), ¢ (for task frames)
and c¢ (for contact frames).

W Wrenches associated with different frames de-
noted by subscripts com, waist, t and c. W =

, with V,.,,;: the twist of the

3

; , with I' and F the moment and force
component of W respectively. The superscripts
d and r stand for “desired” and “real” respec-

tively. All the “real” wrenches are defined to be

applied by the environment on the character,
while all the “desired” wrenches are defined to
be applied by the character on environment.
Gravity force in generalized coordinates.
Inertial and Coriolis forces.
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II. INTRODUCTION

A. Problem statement

In this paper, we are interested in the problem of online
hybrid control of virtual characters, which combines multi-
objective control and motion capture techniques. We focus
especially on online interactive control, which means that
the character is in real-time interaction with the virtual
environment as well as an operator. It is important that the
character should be able to understand what tasks it is asked
to execute according to the intention of the operator. In our
system, motion capture techniques are used for two purposes.
On one hand, the captured motion of an operator can be
used as a reference motion trajectory for the character. On
the other hand, the character finds out the intention of the
operator by observing his movements.

There are several difficulties in this research topic. Firstly,
virtual characters are complex, under actuated systems, with
a high number of degrees of freedom (DoF). They can have
many postures which help to accomplish the same task.
The controller must find the best solution among all the
possible postures. Secondly, as is often the case, the character
and the operator stay in two different environments. Let’s
consider the scenario of a character pushing a storage cabinet
for example. The storage cabinet which exists in virtual
environment does not exist in the real world. When the
operator wants the character to push the storage cabinet, he
just sends out his indication to the character by reaching out
his hands. Before touching the storage cabinet, the character
can simply keep tracking the operator’s movements. But once
the hands reach the storage cabinet, the character should
be able to generate a posture, which is different from the
operator’s, but more suitable to handle the interaction with
the storage cabinet. For example, the character will lean
towards the storage cabinet to push it while the operator
won’t, as there is no real storage cabinet for him to push.
Furthermore, it should be noticed that we need an online
controller which works with the motion capture system in



real-time, so as to guarantee the real-time interaction between
the virtual character and the operator.

B. Related work

A lot of work has been dedicated to the control of virtual
human characters in order to reproduce natural and lifelike
character motions. There is a current trend in the robotics and
virtual reality communities towards providing such motions
by motion capture. In a motion capture system, an actor
wears special markers near each joint. Each marker attached
to the actor corresponds to a point on the virtual character’s
body. The movements of each marker are measured and
collected.

A traditional way to make the virtual character follow
the captured motions is to connect the markers with cor-
responding points on the character by virtual springs [7].
These virtual springs help to guide the character’s motion.
With a similar idea, our approach also uses motion capture
for posture tracking (Fig.1). We consider it as one of the
weighted objectives in our optimization. Furthermore, we
aim at reducing the number of markers to facilitate the
utilization. In our experiment of manipulation task control,
the virtual character has up to 40 DoF, whereas, instead of
tracking the trajectories of all the DoF, we tracked the hands
motions only. The movements of the other parts of the body
are generated automatically by the control framework.

Our optimization-based framework is inspired by the work
of C. Collette et al. [2] and Y. Abe et al. [1], who have
both proposed a framework of multi-objective control based
on optimization. Their approaches use acceleration-based
control, which defines the objective as:

argminHJT—i-jT—de (D
T

with %% the desired acceleration. However, such a method
may lead to numerical problems or singularities for certain
poses, since the process of solving for joint accelerations T
in (1) boils down to computing the inverse of the Jacobian.
To deal with these problems, our system uses force control as
an alternative approach, which renders the interaction more
feasible and safe.

The force control approach suggested in this article is
based on the idea of a Jacobian-transpose (JT) control
method. J. Pratt et al. [9] suggested the use of this method
in virtual actuator control. E. Demircan et al. [5] recon-
structed human motion from motion capture data, by using
a simplified version of the framework proposed in [6]. This
simplified version is close to the JT control method. S. Coros
et al. [4] applied the JT control method to adjust for gravity
and velocity errors in a walk controller. However, neither of
them used optimization to find the solution. In contrast with
these approaches, our controller is formulated as a (quadratic
programming) QP problem, which allows us to handle the
unilateral constraints on the contact forces in a natural way.

Our work is most similar to the methods of J. Wu et
al. [12] and B.J. Stephens et al. [11]. Both of these works
combined the JT method and optimization to solve their

Fig. 1. Real-time manipulation task control based on motion capture. The
markers are attached on the hands of the operator.

control problems, as we do. J. Wu et al. [12] proposed a
static resolution of forces based on the relations of some
pairs of action frames (such as feet) and reaction frames
(such as the root body). In the optimization problem, they
used a constraint which defines the admissible domains:
ZW = 0, with the columns of Z forming a basis for
the null space of J7. This means that they are interested
only in wrenches which are achievable by control. However,
this additional constraint may conflict with particular contact
constraints associated with friction cones. Moreover, our
method considers more generally the static equilibrium of the
wrenches on all the DoF of the character instead of on the
root body only. B.J. Stephens et al. [11] proposed a synthesis
of control laws which involves two main steps. The first
step consists of the estimation of the contact force which is
compatible with the desired dynamics of the center of mass
(CoM) while compensating for gravity. This step outputs the
desired contact forces, which are used by the second step
to compute the joint torques by solving the dynamics and
constraint equations. They proposed to solve these equations
in the second step by a damped pseudo-inverse, which is
less time-consuming. The pseudo-inverse leads to a solution
that minimizes the norm of the vector [ TT T ]T, which
may, in most situations, risk to generate unwanted behaviors
or movements. For example, if we consider a simple gravity
compensation, we do not want to move the character at all,
but the use of a pseudo-inverse may lead to an unwanted
movement. On the other hand, our method requires solving
only one QP problem to obtain a solution which satisfies all
constraints.

Our contribution with regard to these works is that we
propose a simple optimization-based framework for inter-
active control of a virtual character. All of the objectives
and constraints are formulated into one weighted QP prob-
lem. Each task level controller has a force control policy.
The controller solves for the optimal solution which is a
compromise with regard to all the considered criteria. Our
control framework has several advantages. Firstly, the whole
control problem can be solved in one procedure in real-time.



Secondly, the force control policy allows the character to
adapt to unknown external contact forces. Furthermore, the
controller is capable of generating motions that are suitable
in a virtual environment which is different from reality, rather
than simply emulating a captured motion sequence. Besides,
the weighted optimization framework allows to handle tasks
at different weight levels.

III. OVERVIEW

Our control framework is shown in Fig. 2. The controller

is applied on a virtual character with 34 joint DoF and 6

root DoF. We consider the dynamics of the virtual character
(Fig. 3) as a second order system (2).

MT + N ++" = Lr +JL , W’ 2)

ext

Where W.,; denote all the external wrenches.

At each time step of simulation, the optimization computes
the joint torques from a motion capture sequence, the given
manipulation tasks and the constraints to respect. All the
objectives and constraints are considered as a QP problem.

IV. FORCE CONTROL

Force control is introduced in order to achieve objectives
such as the tracking of captured motions, desired CoM
position, waist orientation and movements of the end effec-
tors. Furthermore, it allows us to handle contacts during the
manipulation by setting desired contact forces.

First of all, let’s remind the reader of the JT control method
[5], [9]. Given a desired wrench W in the space of Cartesian
coordinates, the equivalent joint torques 7 can be obtained by
7 = JTW¢, with J the jacobian matrix at the point where
W is supposed to be applied. The goal of our control system
is to compute joint torques based on given tasks. For each
task, we imagine that a virtual wrench W¢ is applied at a
certain point on the body of the character to guide its motion
(Fig. 3). We define the desired wrench using a proportional-
derivative (PD) feedback control law:

W =k, D(X%X") + kgD(VE,VT) 3)
Optimization
Objectives
CoM
Waist
. Manipulation task
Online - Joint
Interactive Min contact force torques Simulation
—’ . . —’
capture Reference Gravity compensation
motion
Constraints
Model equation
Wrenches saturation
No sliding contact
Character state
T Object state
Fig. 2. Block diagram of the control framework

Fig. 3. Virtual humanoid model

with X" € SE(3), X? € SE(3), V" € se(3) and V9 ¢
se(3), where SE(3) is the special Euclidean group and
se(3) is the Lie algebra of SE(3). D(X?, X") stands for the
error between desired and current position and orientation,
while D(V?,V7) stands for the error between desired and
current linear and angular velocity.

If a contact is established between the end effector and
an object during the manipulation, an additional offset value
can be added to the result of (3).

W — ka(Xd’XT) + de(Vd,VT) + Woffset (4)

This offset Wof/5¢t helps to enhance the contact between
the end effector and the object. It can be defined according to
the physical characteristic of the object, such as the weight
and the friction coefficient.

The object of our force control is to obtain the joint torques
7 which are as close as possible to JTW¢,

V. OPTIMIZATION

In our multi-objective control, the optimization variables
are joint torques 7, all the wrenches W and gravity force ~.
1) CoM objective: Our control system takes the CoM as
the stability criteria and maintains balance by controlling its
position. For CoM tracking objective, we consider the force
component only. F¢  is obtained by employing PD control

in R3 to measure the error between the actual and desired
CoM positions.

Fgom = kp(xgom - Q:Z()m) + kd(vgom - Ugmn) (5)

It should be noticed that, if the character is simply standing
on the horizontal ground, then the vertical projection of CoM
should lie inside the supporting polygon for static balance.
However, if multiple non-coplanar contacts exist, for exam-
ple the character pushes an object with his hands, then the
contact force due to this new interaction must be considered
in the computation of the desired CoM configuration.

2) Waist objective: For some motions, the waist configu-
ration should be considered. Here we take into account the
orientation error of the waist, so I'¢ . . is obtained by PD
control in SO(3) and so(3).

FZ)aist = k‘lpD<R;iuaist’ R;aist) + de(w;iuaist’w;aist> (6)



with R;ruaist € SO(?’)’ R;iuaist € 80(3)’ w:ﬂaist €
so(3) and w? ., € so(3), where SO(3) is the rotation
group on R® and so(3) is the Lie algebra of SO(3).
D(RS ..., R" ....) stands for the error between desired and
current waist orientation, while D(w? ., w" . ) stands for
the error between desired and current waist angular velocity.

3) Task objectives: The task objectives can be either
tracking the captured motion trajectory of a frame p; at-
tached on an operator, or performing some specific manip-
ulation tasks. The desired task wrench WZ is computed by

PD control in SE(3) and se(3).
Wi =k, D(X{,XP) +kaD(VELVE) (D)

with X7 € SE(3), X{ € SE(3), V] € se(3) and V{ €
se(3). D(X¢, X7 ) stands for the error between desired and
current position and orientation of p;, while D(V{, V7))
stands for the error between desired and current linear and
angular velocity of p;.

Additionally, an offset wrench can be added to adjust the
desired wrench as in (4), so as to enhance the contact during
the manipulation.

4) Contact force objective: As we want to produce stable
motion with smaller contact forces, we use an optimization
objective to minimize the contact forces between the feet and
the ground. To realize this, the desired foot contact force ng
is set to zero.

5) Gravity compensation: In a virtual environment with
existence of gravity, if no joint actuation forces are applied
on the character, it will certainly fall onto the ground. One
method to keep the character upright is to compensate the
gravity force. The gravity compensation objective decouples
open-loop gravity compensation on one hand and closed-
loop correction of task errors on the other hand. Thus, the
PD gains for the tasks can be set to lower values when the
virtual character moves without disturbance. In our method,
we achieve gravity compensation by adding a gravity variable
~ in our optimization problem. The corresponding objective
is to minimize the difference between the value of v and the
real gravity force ~".

A. Constraints

The control system optimizes the above objectives subject
to the following constraints.

First of all, the following model equation (8) should
be respected, which describes the static equilibrium of the
system under Feom, Dwaist, Wy, Fe,, v and 7.

T T
L7 :JcomFCC’m + Jwaistr’waiSt

+3ITW, 4> ITF 4y ®
i J

Secondly, the task wrenches are bounded.

In addition, contact constraints should be imposed. Here
we apply a linearized Coulomb friction model as was used in
[3], [1]. Each foot has four contact points. The friction cone
of each contact is approximated by a four faced polyhedral

convex cone. The contact force F; should remain inside the
friction cone. We formulate this constraint as

E F., —d., >0 9)
where

Ecj:[)\ngl >\3></\2 )\4><>\3 >\1><)\4 s (10)

]T
with A\j,A2,A\3 and A4, the unit edge vectors of the approxi-
mated friction cone. dcj is a customer defined margin vector,
so that the projection of F.; on the normal vector of each
facet of the friction cone should be kept larger than d., .

B. Optimization summary

The optimization problem introduced in this section is
summarized in (11). We combine all the optimization ob-
jectives by the weight matrix Q.

d
Fcom Fcom
d . .
waist watst
. , wi W,
S = argmin Fd ' | g
Feom ,Twaist, Cj Ci
Wi Fepmy rd T
r
Y v Q

T T
Lt = ']comFCom + Jwaistrwaist

D IEWe ) JOF
S.t. ‘ J (11

1 Wmaw
|: -1 :|W§ |: *Wmin :|

E.F. —d. >0,

This QP problem is solved at each time step during sim-
ulation. The optimized joint torques are obtained from the
solution S.

VI. RESULTS

The proposed framework has been implemented on a
virtual humanoid character executing manipulation tasks with
the hands.

The experiment examples are intended to demonstrate
that the proposed control system is capable of driving the
virtual character to perform a desired manipulation task in
an interactive manner, and to change its posture automatically
so as to handle unknown external contact forces.

The virtual character’s actions are determined based on
events from the operator and the simulation environment.
The interaction between the character and the operator was
realized by observing the captured positions of the operator’s
hands with regard to the position of the object to manipulate.
Currently, the actions of the character are fixed for a given
task. We divided the whole manipulation task into five states:
approaching, tightening, manipulating, releasing and idle
state, so as to explain the control strategy in detail. We tell
the character how to react according to Algorithm 1. In the
future, we will develop a more general method for intention
detection. Hereby, the goal of the experiments is to assess



the validity of our control framework, as well as to illustrate
the problematics of our future works on the topic.

Algorithm 1 Action decision
Input: the distance (in virtual environment) between the
operator’s hands and the object (d;” ) and its threshold
value (1), the operator’s hand velocity towards the object
to manipulate (v;? ), the contact between the character’s
hand and the object (cpqnq), the desired hand task force
(F}imd) and its threshold value (V).
Qutput: the actions that the virtual character execute.
if ;b . >mnand v)® >0 and cpenq == false then
return approaching
else if d;° . < n and cpenq == true and F . < ¥
then
return tightening
else if d;° , < n and cpgng == true and F . > ¥
then
return manipulating
else if d;” > 1 and cpqpq == true then
return releasing
else
return idle state
end if

Fig. 1 shows the experimental setup. The operator wears
motion tracking markers on the hands. Thus, there are only
two task objectives, one for each hand. The time step used
for simulation is 0.005s. The optimization weights for the
different objectives are: 10% for CoM, 1000 for waist, 2000
for hand task, 1 for contact force and 10° for gravity
compensation. These weights values are chosen according
to the importance and priorities of different objectives.
Additionally, there is no dynamic friction in our simulation
environment, and we simulate the Coulomb friction only.

A. Push an object

We made our virtual character move a storage cabinet by
pushing it with the hands (Fig. 4).

1) Approaching: At the beginning of the scene, the char-
acter’s body is upright and its hands are not in contact with
the storage cabinet. During the simulation, the character
keeps observing the movements of the operator’s hands.
Once the operator reaches out the hands, this movement
is detected by the virtual character which considers it as
an order for pushing the storage cabinet. So the character
follows the movements of the operator’s hands and reaches
them out towards the storage cabinet. During this state, we
ask the character to move the right foot one step towards the

storage cabinet in order to prepare a more robust posture for
the pushing task.

2) Tightening: At the moment when the character’s hands
touch the storage cabinet, new contacts are established be-
tween the hands and the surface of the storage cabinet. From
then on, the operator’s hands may continue their motion
as there is no storage cabinet in the real world, while the
character has to deal with the interaction between itself and
the storage cabinet in virtual environment. During tightening
state, as can be seen in Fig. Sa, the contact force between the
character’s hand and the storage cabinet increases gradually
up to a threshold value. After that, the storage cabinet will
start to move.

3) Manipulating: As the operator’s hands continue reach-
ing out, the character pushes more strongly so that the storage
cabinet starts to slip on the ground. During this state, the
character’s hands keep in contact with the storage cabinet.

4) Releasing: The operator sends out an interruption
order for the pushing task by moving back his hands. This
movement is detected by the character, which then pushes
the storage cabinet less and less strongly until the contacts
are invalidated.

5) Idle state: The character’s hands follow the movements
of the operator’s hands.

Fig. 5a illustrates the optimization solution of the right
hand task force. Left hand task force takes similar values.
During the simulation, the desired task wrench is computed
by PD control with k, = 400N/m, kq = 40N - s/m for
position error, and k, = 2N -m/rad, kg = 0.1N -m-s/rad
for orientation error. The values of the parameters of the
PD controllers are firstly computed based on the closed
loop bandwidth and the sampling frequency, and then they
are adjusted through experimentation. The result in Fig. S5a
also shows the storage cabinet motion during simulation.
The character is able to push storage cabinets which are
of different weights and influenced by different friction
coefficients. The weight of storage cabinet in Fig. 5a is 20kg
and 40kg, and the friction coefficient between the storage
cabinet and the ground is 0.1, while the friction coefficient
between the foot and the ground is 1.0. The accompanying
video demonstrates that the character can also handle a
storage cabinet which is heavier and influenced by a larger
friction coefficient.

Balance control is achieved by regulating the position of
CoM. Fig. 5b depicts the trajectory of CoM and storage
cabinet in the sagittal plan during simulation. The actions of
the character can be recognized according to the movement
of the storage cabinet. We also illustrate the position of each
foot to provide a better idea of CoM position with respect
to the support polygon. In Fig. 5b, the weight of the storage



Fig. 4. Snapshots of the virtual character pushing a storage cabinet
according to the interaction with the operator.

cabinet is 40kg, and the friction coefficient between storage
cabinet and ground is 0.1.

Before and after pushing the storage cabinet, the only
contacts between the character and the virtual environment
are the contacts with the ground, which is flat. Since such
contacts are coplanar, we just set the projection of the desired
CoM position at the center of the support polygon.

Once the contacts between the hands and the storage
cabinet have been established, the desired CoM position
should be adjusted to adapt to the multiple non-coplanar
contacts. This goal could be achieved by using the method
proposed by C. Collette et al. [3]. Thanks to the knowledge of
some physical parameters, such as the weight of the storage
cabinet and the friction coefficient, the character will move
its CoM to a more suitable position. In our example, the
character deliberately moves its CoM towards the storage
cabinet in order to generate a robust posture with regard
to the new established contacts between hands and storage
cabinet. It is visible on Fig. 5b that, during the simulation,
the projection of CoM on the ground keeps moving towards
the storage cabinet just before the storage cabinet slips, and
even went out of the support polygon momentarily.
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Fig. 5. The results of (a) right hand task force and storage cabinet motion
with respect to different storage cabinet weights during simulation and (b)
CoM and storage cabinet motion in the sagittal plan.

B. Take and carry an object

In this experiment, the character is asked to take a box up
from the table, and manipulate it according to the reference
hand motion of the operator (Fig. 6). The box weights 10kg.
The friction coefficient between the box and the hand is 1.0.

Thanks to the force control approach, the character is able
to maintain and strengthen the contacts between the hands
and the box, so as to avoid from dropping the box during
the manipulation. This is achieved by setting the offset values
of the desired hand task wrenches as in (4), which provides
strong contact forces between the hands and the box. The
hand contact force offset is always set perpendicular to the



Fig. 6. Snapshots of the character taking a box up, moving it, and putting
it down.

contact surface, so as to deal with different box rotation
states. The associated video demonstrates the functionality
of the force control approach which allows us to adjust the
hand contact force during manipulation.

An advantage of the force control based method over
the direct marker control method, in which the character
is virtually connected to the motion tracking markers via
virtual springs, is that we can enhance the ability to control
the contact forces during manipulation. By using the direct
marker control, it is possible to manipulate an object which is
not too heavy. However, to be able to take up heavier objects,
the operator has to move his hands much more closer to
each other, so as to generate stronger contact forces with the
object. As there is a limitation of how close the operator’s
hands can be to each other, this results in a limit of the
weight of the object which the character is able to carry.

VII. CONCLUSIONS AND FUTURE WORKS

This paper has introduced a virtual character control
framework based on optimization and force control. The
character can perform manipulation tasks in the presence
of unknown external wrenches. The control architecture has
been used in an interactive manner, which is fast enough to

allow the operator to control the character’s behavior in real-
time. All the tasks, posture and CoM motion objectives are
realized thanks to the force control approach. Furthermore,
the character is able to adjust its CoM position to generate
a robust posture in the presence of non coplanar contacts.
The effectiveness of the proposed control framework was
demonstrated by the experiments of object manipulation
control on a virtual character in simulation. Full animations
can be seen in the supplemental video.

In the future, we will work on more complex behaviors
such as manipulation during walking. These complex behav-
iors need motion planning for which we plan to adopt model
predictive control [8], [10] in our framework. Moreover, we
also plan to implement reinforcement learning techniques [7]
for the virtual character, so that it can better understand the
intention of the operator during their interaction.
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