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What is machine learning?



  



  

Supervised Learning

 i.i.d.

Most common applications:
- Automate a manual task
- Predict the future



  

Classification and Regression

Classification:
● y discrete

Will they subscribe?

Regression:
● y continuous

How much will the 
returns be?



  

Generalization

Not only

Also for new data:
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Representing Data

  X = y = 

1.1 2.2 3.4 5.6 1.0

6.7 0.5 0.4 2.6 1.6

2.4 9.3 7.3 6.4 2.8

1.5 0.0 4.3 8.3 3.4

0.5 3.5 8.1 3.6 4.6

5.1 9.7 3.5 7.9 5.1

3.7 7.8 2.6 3.2 6.3

1.6

2.7

4.4

0.5

0.2

5.6

6.7

one sample

one feature outputs / labels
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Training and Testing Data

X = 

1.1 2.2 3.4 5.6 1.0

6.7 0.5 0.4 2.6 1.6

2.4 9.3 7.3 6.4 2.8

1.5 0.0 4.3 8.3 3.4

0.5 3.5 8.1 3.6 4.6

5.1 9.7 3.5 7.9 5.1

3.7 7.8 2.6 3.2 6.3

y = 

1.6

2.7

4.4

0.5

0.2

5.6

6.7

training set

test set
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IPython Notebook:
Part 1 – Data Loading
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Preprocessing
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Categorical Features
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Categorical Features

?
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Categorical Variables

1     0     0
0     1     0
0     0     1

“red”     “green”     “blue”
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IPython Notebook:
Part 2 – Preprocessing
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Supervised Machine Learning

Training Data

Test Data

Training Labels

Model

Prediction

Test Labels Evaluation

Training

Generalization
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clf = RandomForestClassifier()        

clf.fit(X_train, y_train)    

clf.score(X_test, y_test)

Training Data

Test Data

Training Labels

Model

Prediction

Test Labels Evaluation

y_pred = clf.predict(X_test)
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IPython Notebook:
Part 3 – Supervised Learning



  

Nearest neighbors



  

Nearest neighbors



  

Influence of n_neighbors



  

Model Complexity
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Overfitting and Underfitting

Model complexity

Accuracy

Training

Generalization

Underfitting Overfitting

Sweet spot
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Three-fold split

pro: fast, simple
con: high variance, bad use of data.
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Linear Models for Regression



  

Linear Models for Regression



  

Linear Regression
& Ridge Regression

Unique solution if                                  has full column rank.

Always has a unique solution.
Tuning parameter alpha.



  

Linear Models for Classification
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IPython Notebook:
Part 4 – Linear Models for Regression
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Basic API

estimator.fit(X, [y])

estimator.predict estimator.transform

Classification Preprocessing

Regression Dimensionality reduction

Clustering Feature selection

Feature extraction
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Thank you for your attention.

@amuellerml

@amueller

importamueller@gmail.com

http://amueller.github.io


