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We use, as much as possible, the notation of [Gerl19].

’ Symbol type \ Notation ‘
Scalar a
ai
Vector a=
an
Vector transpose al = (ai,...,an)
Ul ... Uln
Matrix
Um,1 - Umpn
Set U= ul,ug,...)

Table 1: Font styles and their meaning.

Index of samples

Index of features

Index of classification classes or clusters
Index of neurons

Index of layers in neural networks

Number of samples

Number of features

Number of model parameters

Number of of classification classes or clusters
Number of layers in a neural network
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Table 2: Indices and cardinalities.

D Dataset
DUain | Training set
Dtest | Test set

Table 3: Sets.



x() = (1,x§i)7. ,x(z)) i-th sample
y® Label of sample x(*)
<7
X = Sample matrix
<xnT
T
y = Vector of labels
Ly ]
o0 ]
01
0= . Vector of model parameters
On

7 = I (x)

Label predicted by the model.

O RO

Residual of the i-th sample

T
y = = Vector of predicted labels
M)
J(0,X,y) Loss function calculated with a model with parameters 0
on a dataset with sample matrix X and labels y.
Table 4: Basic elements.
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