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Abstract—Digital twins are a means to better understand,
engineer, and use cyber-physical systems. In manufacturing,
digital twins can optimize production, prevent failures, and save
resources. To consolidate the different approaches to digital twins
in manufacturing, ISO 23247 defines the essential functional
elements of a digital twin. We present a model-driven digital
twin exemplar that realizes part of this standard to analyze
milling processes. Our digital twin reference architecture includes
a digital twin service component that manages and connects
different services to adapt the manufacturing process according
to a given objective. Two digital twin services, for the adaptation
of component and tool conditions and for geometric error adap-
tation, illustrate the potential of this reference architecture. The
digital twin connects to an industrial milling machine via domain-
specific languages. This exemplar uses models at design time and
at runtime to separate the concerns of software engineers and
domain experts and leverages these models to understand and
optimize the use of industrial machine tools.

Index Terms—Digital Twin, Model-Driven Development, Soft-
ware Architecture, Process Adaptation

I. INTRODUCTION

Research and industry employ Digital Twins (DTs) [1],
[2] to monitor and control Cyber-Physical Systems (CPSs)
in various domains, including automotive [3], biology [4],
medicine [5], manufacturing [6], and many more. They
promise vast potential to reduce development costs and time,
optimize operations, and improve our understanding of the
represented systems. In manufacturing, DTs often are twin-
ning Cyber-Physical Production Systems (CPPSs) to improve
machining operations [7]. And while there are many pub-
lications on DTs in manufacturing, few actually describe
the architecture of the DTs being used [7]. This prevents
understanding DTs in manufacturing, hampers analyzing their
interoperability, and complicates their widespread adoption.

We present an exemplar of a model-driven DT for manufac-
turing in the sense of [1], i.e., for us, a DT is a software system
using data, models, and services to purposefully represent and

manipulate its original CPS. This exemplar uses models at
the design time of the DT to specify its structure and overall
behavior, which need to be created by software experts. During
instantiation and at runtime, the DT uses models to specify
its application-specific and CPS-specific behavior, i.e., models
that need to be created and maintained by domain experts.

In the following, Sec. II highlights selected foundations
of this exemplar before Sec. III describes its component-
based architecture. Afterward, Sec. IV discusses our model-
driven approach to connecting the DT with the twinned CPS,
and Sec. V describes its manufacturing services. Sec. VI
concludes.

II. BACKGROUND

The capability of machining processes represents the basis
for the quality of the produced parts. Despite coating and
material technologies having been advanced for decades to
extend tool life, tool wear is an inevitable phenomenon that
can significantly impact the quality of the workpiece [8].
Therefore, the regular monitoring of tools would be highly
advantageous in evaluating the overall process control in
modern manufacturing systems [9]. There are many factors
involved in tool wear, such as abrasion, adhesion, diffusion,
and chemical interactions, which contribute to the process
of tool wear [10]. The condition of the machine tool and
its components represent another important aspect of quality.
Therefore, several approaches for the determination of the
component states, such as the motor as a relevant part of a feed
axis, were developed in the past [11]. The focus is usually on
mapping the identified properties representing the component
condition to form the basis for, e.g., condition monitoring or
predictive maintenance. However, a benefit only arises when
this information is used to adapt or optimize the process
and thus to be able to meet the required component quality.
Therefore, the integration into easily applicable DTs represents
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Fig. 1: Conceptual digital twin model of ISO 23247 [14]

an important basis for the generation of added value, as these
enable reacting to change in the condition and adapting the
machining processes.

We employ the MontiArc [12] architecture description lan-
guage to model the software architecture of our DT exemplar.
MontiArc is a textual component & connector architecture
description language with semantics based on the focus calcu-
lus [13]. In MontiArc, architectures are hierarchical composi-
tions of components that exchange messages over typed and
directed channels between them. Components are either atomic
and contain behavior specifications themselves or composed
of other components. MontiArc models can be translated into
target languages, including C++, Java, Mona, Python, and
more.

ISO 23247 [14] conceptually describes a DT framework for
manufacturing (cf. Fig. 1). This framework comprises three
layers of Functional Entities (FEs) that provide functional-
ity over Observable Manufacturing Elements (OMEs), where
OMEs are assets (physical or not) that can be observed (e.g.,
a manufacturing plant, a process, . . . ). The device commu-
nication layer contains FEs to gather and process data from
OMEs and to control them. The digital twin layer uses the
device communication FEs to represent, manage, simulate, and
maintain the OMEs. The user interface entity layer provides
user interface FEs based on the other two layers.

The systematic engineering of software systems, such as
DTs, requires standardized protocols and common information
models to ensure connectivity and interoperability between
the DTs and twinned CPSs. Open Platform Communication
Unified Architecture (OPC UA) is a set of standards providing
technical protocols and its own meta-model (roughly resem-
bling the integration of class diagrams with object diagrams)
for describing CPPS communication interfaces [15]. This
makes systems equipped with OPC UA a natural target for a
model-driven approach to connectivity, enabling the generation
of communication endpoints from explicitly modeled OPC UA
data [16]. Consequently, the model-driven approach alleviates
the need for tedious and error-prone manual integration of DTs
with their corresponding CPPS. However, previous approaches
require the DT to be modeled in accordance with the existing

CPPS’s information model. To extend model-driven CPPS
connectivity to settings with heterogeneous information and
thus encourage the reuse of software components, we propose
a family of domain-specific languages (DSLs) that support
mappings between the CPPS’s OPC UA address space and the
interfaces of the software components consuming the data.

III. MODEL-DRIVEN DIGITAL TWIN ARCHITECTURE

We employ a model-driven approach to engineering DTs
implementing ISO 23247 that relies on (1) class diagrams to
describe the domain data types the DT operates with and its
Digital Shadows (DSs) [17], (2) a MontiArc [12] software
architecture (structure and behavior) of the DT itself, (3) code
generators translating the class diagrams into an enterprise
information system [18] on top of an SQL database, and
(4) code generators translating the DT’s MontiArc architecture
into an implementation using the same database [19]. Hence,
from the input models, we obtain a DT implementation that
includes a web-based dashboard [19]. After code generation,
the DT needs to be configured with application-specific behav-
ior models that it interprets at runtime. These include event-
condition-action models and case-based reasoning rules and
must be specified by domain experts familiar with the twinned
CPS [19].

The architecture of this exemplar (cf. Fig. 2) extends an
existing DT architecture [19] that realizes a MAPE-K loop
over an OPC UA [20] connection to the twinned CPS and
a data lake that may comprise further information about
that CPS. This data lake also contains the database that the
generated enterprise information system is connected to. The
Monitor component investigates the data lake and produces
DSs [17] that are analyzed by the Evaluator using the
application-specific event-condition-action rules and a shared
KnowledgeBase. In case the Evaluator identifies prob-
lems, it emits a reasoning goal to the Planner, which uses an
application-specific case base to find a solution, which is sent
to the Executor, who translates it to OPC UA commands
and sends these to the CPS. Both Monitor and Executor
implement the device communication layer of ISO 23247. The
components Evaluator, KnowledgeBase, and Planner
implement FEs of the ISO 23247 digital twin layer. All
of these components are connected to the dashboard [19]
(realizing part of the ISO 23247 user interface layer).

The presented exemplar introduces novel digital twin ser-
vices for sustainability in compliance with ISO 23247 that
investigate milling processes with regard to tool deterioration
and enable action before the milling tool quality affects the
intended processes negatively. This, e.g., prevents suboptimal
products, extensive energy use with bland tools, and waste.
To this end, the DigitalTwinServices component yields
subcomponents for individual services, which connect to the
ServiceManager, who sends queries (such as registration
of new kinds of DSs) to the DigitalTwinEngine. The
services also realize FEs on the ISO 23247 digital twin layer.

The following sections detail the connectivity and the ser-
vices of this architecture.
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Fig. 2: Model-driven, component-based digital twin architecture implementing ISO 23247

IV. MODEL-DRIVEN CONNECTIVITY

We extend our model-driven approach to the DT’s connec-
tivity, integrating internal components via generated messaging
endpoints [21] and reading the CPPS data from its OPC
UA server via a generated client component. The messaging
endpoints connect to a middleware solution, for which we
chose Apache Kafka [22] due to its capabilities regarding high-
throughput data streaming and storage, making it a suitable
choice to decouple the overall architecture from the concrete
realization of the DT services. To provide connectivity in
the presence of heterogeneous information models within the
context of CPPSs, we use a set of external DSLs to describe
software components and CPPS interfaces, including engineer-
ing units and sampling rates, and to describe simple mappings
between these interfaces. These interface descriptions serve as
input to generate the Kafka Endpoints and, in the OPC UA
case, as a better readable representation of the existing model,
while the mapping is required to generate transformation code,
bridging the gap between the CPPS’s and the DT’s interfaces.

We illustrate the integration of a DigitalTwinService
on the machine tool condition service in Listing 1. The
CPPS provides its sensor and control data as variables that
are addressable via unique node IDs within the exposed
address_space of the CPPS’s OPC UA server (top listing).
We model service interfaces in a similar fashion, but
we omit the OPC UA-specific addressing and additionally
differentiate between input and output parameters of the
service (middle listing). For both address_spaces and
interfaces, the respective attributes must specify a type
and may optionally declare a unit. Furthermore, any compo-
nent interface declares a sampling rate for its incoming pa-

address_space MillingMachine {
// Attribute | Type | Unit | OPC UA node
tool_pos_x Float cm @ 1:MiMa_Pos
tool_pos_y Float cm @ 1:MiMa_Pos
tool_curr Float mA @ 1:MiMa_Curr1

}

interface TConditionService {
samplingrate 500Hz
// Direction | Attribute | Type | Unit
in position_x Float cm
in position_y Float cm
in current Float A
out wearIndex Float[][]

}

mapping MillingMachine to TConditionService {
tool_pos_x -> position_x
tool_pos_y -> position_y
tool_curr -> current

}

Listing 1: Excerpts of the design-time models used to describe
(1) the milling machine’s OPC UA address space, (2) the
machine attrition impact service interface, and (3) the explicit
mapping to match both interfaces

rameters. While attribute-level sampling rates are conceivable,
our exemplar services do not require this and instead expect
all their inputs at each update. Each interface definition is
sufficient to generate the corresponding Kafka endpoint or
OPC UA client code. However, for the CPPS’s data to match
the DT’s internal format, the OPC UA connector must execute
the transformation defined by the mapping model (bottom
listing). We designed a lightweight syntax using arrows as a



Fig. 3: Machine setup for adaptive condition mapping

mapping operator to map the address_space variables to
the corresponding interface input parameters. In addition
to implementing the explicitly specified matching of OPC
UA variables to service parameters, the generator performs
compatibility checks and infers implicit unit or data type
conversions.

V. DIGITAL TWIN SERVICES

The DT can adapt to changes in CPPS properties. This
facilitates the mapping of original machine capabilities and,
consequently, allows for adaptations to the actual manufactur-
ing process. This section presents the application of the DT
in mapping tool and machine conditions for a 4-axis milling
machine, as well as addressing changes in geometric machine
properties in a 5-axis machining center.

A. Service for Component and Tool Condition Adaptation

The condition of tools and components represents one of
the most relevant factors of a machine tool. The state and the
associated capabilities for the execution of various processes
are subject to change over time, which is why an active
adaptation of its DT is required as part of the CPPS. For the
application of the adaptive DT, the 4-axis milling machine
DMC 60H from 1997 retrofitted with state-of-the-art control
components is available.

Fig. 3 illustrates the concept of the presented application
on this machine. In order to provide the DT with continuous
information about the current capability, capability indices
are introduced. These indices represent the condition of axes
and tools based on recurring process segments, allowing an
adjustment of a given process based on the current machine
capability. The index calculator generates the indices close
to the machine and transfers them to the DT with minimal
transmission effort if needed. This is intended to ensure the
processing of relevant information in the machine environ-
ment, the DT only receives the information relevant to its
assigned task.

The index calculator computes on a machine near edge
device. For this, it receives access to all available machine
signals by the automated machine connection presented in
Sec. IV. Within one evaluation step, the system can encounter
long time series, which it segments and assigns to a manu-
facturing process that occurs multiple times. These classified
signals represent the basis for the detection of anomalies. By
quantifying the deviation, it is possible to draw conclusions
about the progress of the wear-based condition. The index
calculator determines these deviations for all detected process
segments, including the tool used and the different components
of the machine (e.g., X-, Y-, Z-axis), and stores them as
indices as shown in Fig. 3. All indices are structured as a
matrix and made accessible for transferring the current state
and associated capability. The transfer of this information to
the DT can now be initiated either on change or on demand.

The transmitted indices provide the DT with knowledge of
the condition present for executing a specific process at any
given time. Based on this information, the DT can adjust the
production process. Hence, the DT can initiate a change as
soon as a tool reaches a state where it can no longer meet the
quality requirements. If a poor component condition occurs
frequently within a process, the DT could move the process
to the other axes. Additionally, it may recommend inspecting
the components.

B. Service for Geometrical Error Adaptation

A multitude of factors, including geometric, thermal, and
gravity-induced errors, significantly affect the accuracy of
machine tools. These inherent errors contribute to a notable
discrepancy between the ideal tool path generated by the
computer numerical control machine and the followed path
during machining operations. The attainment of optimal per-
formance in a machine tool crucially relies on its ability
to precisely position the tool center point in relation to
the workpiece dimensions. Sophisticated error compensation
methods, grounded in the machine’s kinematics, mitigate the
impact of these errors. This process involves preemptively
correcting the numerical control instructions before initiating
the machining process. Subsequently, this approach integrates
capability indices into the DT as performance indicators. These
indices represent error compensation, ensuring the optimal
performance of the machine tool.

The DT detects and rectifies deviations in the machining
process by employing its dynamic and responsive capabilities.
As an example consider a situation where a material inconsis-
tency increases the resistance during milling. The DT detects
this abnormality through data analysis and sends commands
to adjust the milling parameters, ensuring that the material is
machined accurately and meets the required specifications.

We validate the proposed method by applying it to a Grob
G552 5-axis machining center to evaluate its effectiveness in
enhancing the accuracy and precision of machining operations.
This five-axis machine tool consists of three prismatic joints
(P) and two rotary joints (R). In this study, we consider
the RRPPP arrangement, as shown in Fig. 4. We use the



Fig. 4: 5-axis milling machine tool

Fig. 5: Kinematic chain diagram of 5-axis milling machine
tool

machine’s kinematics (cf. Fig. 5) for error compensation and
the construction of geometric error models.

VI. CONCLUSION

Through our exemplar of a model-driven digital twin for
manufacturing process analysis, we present a real-world appli-
cation of a manufacturing DT compliant with ISO 23247. Our
main goal is to understand and improve the milling process
carried out by the CPPS. The separation of models at design
time and models at runtime enables us to leverage the knowl-
edge of software engineers and manufacturing domain experts
alike. This allows for the optimization of the manufacturing
process towards more efficiency and higher product quality.

Our DT is customized to a specific CPPS. However, the
architectural DT framework and connectivity approach are
not bound to this application and can be reused for other
implementations. Thus, our approach generally simplifies the
development of manufacturing DTs.
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