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Abstract

The Any Light Particle Search II (ALPS II) experiment is located at DESY in Ham-
burg and focuses on axion detection. These theoretical particles are weakly interacting
sub-eV particles and a possible candidate for cold dark matter. The goal of the ALPS
IT experiment is to converted laser photons into axions inside the presence of a strong
magnetic field. The converted axions pass through a wall and beyond the wall the axions
are reconverted to photons. These single photons are then measured by the TES. A major
challenge is the low coupling constant of axions and photons and the resulting low signal
to background ratio. Therefore, a precise understanding and analysis of the background
is necessary, to obtain a sufficient statistical significance for the axion detection.

This thesis focuses on the analysis and distinction of background events and light events,
consisting of 1064nm photons. All events are measured by the Transition-Edge-Sensor
(TES), which is the key component of the ALPS II experiment.

The analysis is split into two parts. First, the background events were fitted and analysed
using a Gaussian Mixture Model. This unsupervised machine learning method assigns
the parameter of the fit and the associated background events to different clusters. Com-
paring the background clusters with the light events indicates that the source of some of
the background signal are photons. These photons are most likely produced by the black
body radiation of parts of the setup.

For the second part of the analysis a deep learning algorithm was trained. This algorithm
is a fully convolutional neural network used to classify the background and light events.
After optimizing the algorithm the neural network achieved an accuracy of 99,62 % and a
true positive rate of 99,79 %. Only light like events, most likely from black body radiation
and very unusual light events, are classified incorrectly.

The results demonstrate the possibility of a sufficient background discrimination with
deep learning. With this a sufficient statistical significance can be achieved. This makes

axion detection with the Transition-Edge-Sensor feasible.



Zusammenfassung

Das ALPS 2 Experiment befindet sich bei DESY in Hamburg und konzentriert sich auf
den Nachweis von Axionen. Diese theoretischen Teilchen sind schwach wechselwirkende
Teilchen im Sub-eV-Bereich und ein méglicher Kandidat fiir kalte dunkle Materie. Das Ziel
des ALPS II-Experiments ist es, Laserphotonen in einem starken Magnetfeld in Axionen
umzuwandeln. Die umgewandelten Axionen durchqueren eine Wand und werden jenseits
dieser Wand wieder in Photonen umgewandelt. Diese einzelnen Photonen werden dann
mit dem TES gemessen. Eine grofte Herausforderung ist die niedrige Kopplungskonstante
von Axionen und Photonen und das daraus resultierende geringe Signal-Hintergrund-
Verhéltnis. Daher ist ein genaues Verstdndnis und eine Analyse des Hintergrunds erforder-
lich, um eine ausreichende statistische Signifikanz fiir den Axionennachweis zu erhalten.
Diese Arbeit konzentriert sich auf die Analyse und Unterscheidung von Hintergrundereignis-
sen und Lichtereignissen, die aus 1064nm-Photonen bestehen. Alle Ereignisse werden mit
dem TES gemessen, der die Schliisselkomponente des Experiments ALPS II darstellt.
Die Analyse ist in zwei Teile gegliedert. Zunédchst wurden die Hintergrundereignisse
mithilfe eines Gaufsschen Mischungsmodells angepasst und analysiert. Diese uniiberwachte
maschinelle Lernmethode ordnet die Parameter der Anpassung und die zugehorigen Hin-
tergrundereignisse verschiedenen Clustern zu. Der Vergleich der Hintergrund Clusters mit
den Lichtereignisse deutet darauf hin, dass die Quelle eines Teils der Hintergrundsignale
Photonen sind. Diese Photonen werden hochstwahrscheinlich durch die Schwarzkorper-
strahlung von Teilen der Anlage erzeugt.

Fiir den zweiten Teil der Analyse wurde ein Deep-Learning-Algorithmus trainiert. Bei
diesem Algorithmus handelt es sich um ein vollstdndig gefaltetes neuronales Netzwerk,
das zur Klassifizierung von Hintergrund- und Lichtereignissen verwendet wird. Nach der
Optimierung des Algorithmus erreichte das neuronale Netzwerk eine Genauigkeit von
99,62 % und eine True-Positive-Rate von 99,79 %. Nur lichtahnliche Ereignisse, die
héchstwahrscheinlich von Schwarzer-Korper-Strahlung stammen, und sehr ungew6hnliche
Lichtereignisse werden falsch klassifiziert.

Die Ergebnisse zeigen die Moglichkeit einer ausreichenden Hintergrundunterscheidung mit
Deep Learning. Damit kann eine ausreichende statistische Signifikanz erreicht werden.

Dies macht die Axion-Detektion mit dem Transition-Edge-Sensor machbar.
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Chapter 1
Introduction

The main goal of particle physics is to understand the smallest components of the uni-
verse and thereby the history of the universe. The Standard Model of particle physics
is the best description of the elementary particles so far, but it only describes matter
which is about 4% of the estimate energy of the universe [I]. Hence, the study beyond
the standard model is a great part of particle physics, especially the field of dark matter
research. Dark matter contributes about 25 % of the estimated energy of the universe
and would explain astrophysical occurrences like the angular spectrum of the cosmological

microwave background [1].

One possible dark matter candidate are the axions. These theoretical particles belong
to the group of weakly interacting sub-eV particles (WISPs) and would be a solution to
the Strong CP-problem [2]. The main property used for axion detection is the axion-
photon conversion via the Primakoff effect.[3] The ALPS II experiment at DESY uses
the Primakoff effect for a light shining through wall system. A photon from a laser is
converted into a axion in a strong magnetic field and behind a wall reconverted into a
photon. Due to the extremely low coupling constant of axion and photons only around 1
photon is reconverted per day. Thus, a detector capable of detecting these single photons
is required. Two different detectors are foreseen in the ALPS 2 experiment. The hetero-
dyne detector and the TES where only the latter will be subject of this thesis [4].

Based on the low photon count, the signal to background ratio is low too. Therefore,
this thesis focuses on the analysis of the extrinsic background of the TES and background
discrimination with machine learning. Since the sources of the background are unclear
the analysis uses unsupervised machine learning to create clusters of background events.
With these clusters the different sources of the background can be analyzed. In the second
part of the thesis a supervised deep learning algorithm learns to classify background and
light events. Thereby, enabling to discriminate the background effectively and showing

the possibility to measure the low light event count with a high statistical significance.



Chapter 2
Theoretical background

This chapter focuses on the relevant physical background for this thesis. In the first section
2.1 the necessity of a extension of the Standard Model (SM) is discussed. Afterwards in
section 2.2 the reason for dark matter as one possible extension of the SM is explained.
In section 2.3 the axion and axion like particles are introduced as one candidate for such
a extension of the Standard Model. Section 2.4 explains the ALPS 2 experiment and
the associated experimental setup. Lastly, in section 2.5 the TES is introduced and the

operating principle explained.

2.1 Beyond the Standard Model

The Standard Model (see fig. 1) of particle physics is the best description of the elementary
particles and most of their interactions with each other so far [1]. It is split into 2 groups of
particles. The fermions consists of quarks and leptons and their associated anti-particles.
The other group are the bosons. Bosons are the force carriers that mediate the weak,
strong, and electromagnetic interactions [5].

However the fourth fundamental force, the gravitational force, is not explained by the
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Figure 1: Standard Model of particle physics [6].



SM. Furthermore, dark matter is also not described in the SM, although it accounts
for 25% of the energy of the universe [I]. Hence, an expansion of the SM, for example
new particles, is necessary to accurately depict the universe. Therefore, the search for
these new particles, especially dark matter candidates, is one of the main research field

in particle physics.

2.2 Dark Matter

2.2.1 Evidence for dark matter

Even though no particle which can explain dark matter has been found until today plenty
of cosmological phenomena indicate the existence of dark matter. One of the most signif-
icant is the cosmological microwave background (CMB) (see fig. 2)which is a remnant of
the early days of the universe and consists of photons that froze in just before decoupling

from the baryonic matter [I]. The fluctuation of the temperature as depicted in figure 2

Figure 2: Temperature fluctuation of the CMB created from Wilkinson Microwave
Anisotropy Probe data [7].

is only possible if on the one hand the universe is flat and on the other hand baryonic
matter is about 5%, dark matter 25% and dark energy 70% of the energy in the universe
.

2.2.2 Candidates for dark matter

To form the observed cosmological large-scale structure, dark matter must be mostly cold.
In this context cold means that dark matter moves slowly compared to the speed of light
(around 400 km/s) [§]. At the beginning of dark matter research it seemed reasonable that
dark matter consist of stellar objects which were to faint to be discovered. These belong
to the group called massive compact halo objects (MACHOs). Due to the data from the
CMB, which demonstrated that a very high amount of MACHOs is needed to explain the

missing mass, nonbaryonic candidates seem much more likely [1]. The two most popular



group of nonbaryonic candidates are the weakly interacting massive particles (WIMPs)
and the weakly interacting sub-eV particles(WISP). The mass of WIMPs is postulated to
be 10-1000 GeV and because it could easily satisfy all constraints on dark matter, imposed
by cosmological and astrophysical experiments, a lot of research focused on the detection
of WIMPs [9]. However, even after three decades of WIMP searches no significant evidence
for them was found [I0]. Therefore, many research groups focus on WISPs and especially

axions [11].

2.3 Axion and axion like particles

Theories of the axion can roughly be divided into the quantum chromodynamics (QCD)
axion and the axion like particles.

The QCD axion, also known as simply the axion, is postulated to explain the strong CP
problem in quantum chromodynamics. The CP problem corresponds to a CP violating

term in the Lagrangian. This term can be written as: [12]

L=10 1617T2 Fo, Frve (1)
where N .
Fl,= éeWUpF”p“. (2)
With a bound of:
6 < 107? (3)

One explanation for this very low bound of # is a new spin zero field which was intro-
duced by Peccei and Quinn(1977) [13]. This field is denoted as the axion field and the
corresponding pseudo-Goldstone boson is called axion. The field is endowed with a quasi
shift symmetry a — a + kf,, where f, is the axion decay constant. This transformation
parameter x is arbitrary and can be chosen to remove the 6 term. Thereby, the strong
CP problem is solved [14].

The mass of a QCD axion is inversely proportional to the axion decay constant f,. The

mass is computed with
2,2
_ Jamzmumy

i (mama)?
where m, is the pion mass, f, the decay constant, and m,, the up and m, the down quark
masses. This yields to a result of m, = 5.691(51)ueV(102GeV)/f, [2]. Due to the high
decay constant (f, > 10'? GeV), the mass of axions is low (m, < 1eV).

(4)

Mg

Axion like particles (ALPS) share most properties with the QCD axion [2] and also acts as
cold dark matter in nearly all cosmological relevant scales.[I5] However ALPS do not solve

the strong CP problem and as opposed to Eq.(4) the mass m, and the decay constant f,



are independent parameters[2]. For the rest of the thesis the QCD axion and ALPs will
not be differentiated. The main property used in axion detection is the Primakoff effect

and the associated photon axion coupling g4,,. This coupling can be calculated by:[2]

g = 5o (5 — 1,92(0) )

Where, E and N are the electromagnetic and QCD anomaly coefficients and a is the fine

structure constant.

2.4 The ALPS II Experiment

The ALPS II experiment is stationed in the HERA tunnel at DESY in Hamburg. As
most axion detection experiments, the ALPS II Experiment focuses on the photon axion
coupling ¢,,, to detect axions. The fundamental layout of the experiment is a light

shining through a wall setup as depicted in figure 3. The photon source is a 1064 nm
Production Cavity (PC) Regeneration Cavity (RC)
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Figure 3: Sketch of the experimental setup for the ALPS 2 experiment. The light of the
laser is enhanced in the production cavity(PC). The wall blocks the photons and behind
the wall the axion photon reconversion is increased by the regeneration cavity (RC). The
photons are detected by the detector [16].

laser with a optical power of up to 70 W. The emitted photons are locked in the 106m
long production cavity(PC). On both sides of the PC and the regeneration cavity(RC)
are superconducting cables which produce a static magnetic field of 5 Tesla [4]. Here, the
photons get converted into axions in the presence of the magnetic field via the Primakoff
effect [3]. Unlike photons, axions are weakly interacting and therefore they can pass
through the wall and reconvert into photons in the static magnetic field of the RC. Since
ALPS II targets a photon axion coupling g.., of 2 x 1011 GeV~! the numbers of expected
reconverted photons is around 1 photon per day [4]. These single photons are measured
by the ALPS II detector.

2.5 ALPS II Detector

To detect these single low energy photons, the ALPS II detector needs to be a very

sensitive detector with a high efficiency and very low dark count rate with stability over
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a couple of days. Two different detectors are foreseen in the ALPS II experiment. The
heterodyne detector [I7] and the Transition-Edge-Sensor(TES) where the latter will be
the focus of this thesis [4].

2.5.1 Superconductivity

The measurement of single photons by the TES is only possible trough superconductivity
which reduces the resistance of a material to zero. Most elements below a certain criti-
cal temperature 7, become superconducting [I8]. A superconductor is on the one hand
perfectly conducting that means it has zero resistance, and on the other hand perfectly
diamagnetic, which means external magnetic fields remain on the surface of the super-
conductor. This effect was first explained with the BSC-theory by Bardeen, Cooper and
Schrieffer in 1957. The Bardeen—Cooper—Schrieffer-theory is based on electron pairs, the
so called Copper pairs. Together they move trough a grid in such a way that the first
electron polarize the grid and thereby enabling the second electron to more easily follow

it. The strength of the interaction of the electron pair determines the critical temperature
T. [19].

2.5.2 TES

The core part of the TES are two tungsten chips, which are kept near their critical
temperature 7T, of about 140 mK and are connected to a thermal bath. Therefore, if the
TES absorbs energy from, for example a photon, the temperature of the tungsten chip is

increased above T, and the tungsten becomes normal conducting as can be seen in figure
4 [4.
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Figure 4: Resistance change of a TES with a critical temperature T, of about 100 mK
from the absorption of energy [20].

To detect the emerging change of resistance the TES is connected to a electric circuit with



a constant bias voltage. A change of resistance leads to a change in current which leads
to an inductance of a B field. This is measured by a superconducting interference device
(SQUID). Afterwards the chip cools down to his working temperature via a thermal bath.

The resulting data appears as a pulse in a timeline [4].

2.5.3 Black body radiation

One of the expected background sources for the extrinsic data is black body radiation
[4]which is a thermal radiation consisting of photons emitted from objects with a non
zero temperature. This radiation has a characteristic spectrum for each temperature,
which can be calculated with Planck’s law [2I]. Using natural Planck units it can be
written as: .

B(v,T) = 21/36% — (6)

With the frequency v and the temperature T. The peak black body radiation of each
spectrum and therefore the most likely wavelength A,,,. of a photon can be derived from

Wien’s approximation [21]:
2.9 x 10~*mK
Mas = %’ (7)

where A, is the peak of the black body radiation spectrum(see fig. 5).
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Figure 5: Black body radiation for various temperatures in the range 100-2000 K [22].

The corresponding energy of the photon can be derived from special relativity and can

be calculate with: h
c
E=— 8
) (8)

With the Plank constant h and the speed of light ¢ [23].



Chapter 3
Identification of background sources

The following chapter is about the analysis of the extrinsic background data from the TES.
In section 3.1 the fitting procedure of the extrinsic data is covered. The next section 3.2
covers first the theoretical background of the machine learning algorithm used for the

data analysis and afterwards the results of the Gaussian Mixture models are presented.

3.1 Fitting

As mentioned in the previous section, the data from the TES is a pulse in a timeline. The
timeline consist of the measured voltage and the associated time. This thesis differentiate
between two data set. The light data which was taken with a 1064 nm laser connected to
the TES with a optical fiber and the extrinsic background where the laser is not connected
with the optical fiber but the laser is turned off. In contrast, for the intrinsic background
the optical fiber is not connected to the TES. This thesis focus on the extrinsic background
and therefore in the rest of the thesis the extrinsic background is called background. Figure

6 shows exemplary background and light events.
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Figure 6: Timelines from the TES.



The background data was taken in May 2021 and consist of 5179 timelines which were
taken in around 60 hours . The 4646 timelines of the light data were taken in September
2021. For both data sets each timeline consist of 10000 data points. The mean timelines

of each data set is visualized in figure 7.
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Figure 7: Average timelines from the TES.

On average the background pulses have a higher voltage and the light pulses seem to be
sharper. Since the Gaussian Mixture model needs parameters for the cluster formation,
the data is fitted and the fitting parameters used for the GMM. For the fitting a model

function is used. This function can be written as:

V(t) = e~ 2A(exp(— ) + (exp”2)) 9)
Trise Tdecay
The variables in the equation, except the time ¢, are the the fitting parameters. The
constant C represents the shift of the fit produced by noise. The amplitude A is the
voltage value of the peak from the fitting function. ¢y is the trigger time and is a time
value where the voltage drops below the trigger value of 20 mV. The rise time 7., describes
the time the fit takes to reach the peak. Corresponding the decay time 7gecqy is the time
the peak needs to get to a normal level. From the resulting fitted timeline (see fig. 8) the

integral is determined.
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Figure 8: Fitted timeline.

To evaluate the fitting procedure, the x? value of every fit is calculated with the

following formula:

ooy (el w

Where f is the fitting model with § parameters to N data points yn and o, the Gaussian

error at position xz,,. The Gaussian error can be calculated with:

2 /m“ 2
oy = — e " dt. 11
77 Jo -

Due to the fact that this value depends on the number of data points, the reduced x? is
calculated. For this x? is divided by the number of degrees of freedom.

X2

2
=X 12
Xred K ( )

For a ideal fit this value would be x? , = 1|24]. The results are depicted in figure 9.
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Figure 9: Reduced x? of all fits.

Since the reduced x? was high for some of the data, only fits with a reduced x? > 4
are used for the Gaussian Mixture in section 3.3. Thus, assuring only fits which represent
their according timeline accurate are used. The modified distribution of y? is shown in

figure 9. Afterwards the distribution of every parameter is visualized in figure 11.
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Figure 10: Cut reduced 2.

The histograms (b) and (f) of figure 11 indicate that high amplitude and high pulse
integral fits often result into high reduced y2. This is because the fit was optimized
for light events and the higher energy background events are too different from the light
events. The distribution of the parameters is used in the next section to determine clusters

of background events and thus different potential background sources.
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3.2 Gaussian Mixture Model

After fitting the extrinsic background data from the TES, the background sources are
analyzed. The expected sources from the background are black body radiation from the
optical fiber and electronic noises[4]. To check this hypotheses the parameters from the
fitting procedure are analyzed with the Gaussian Mixture Model (GMM) to determine
different potential background sources. As mention in section 3.1 only fits with a reduced
x?<4 are considered. Furthermore, since the constant C' should not depend on the back-
ground source, C' will not be used for the GMM. Since the sources of the background
is unknown, each timeline has no known class and the number of sources is unknown as
well. Therefore the algorithm learns to distinguish between different clusters of timelines
without a labeled data set to learn from. This is called a unsupervised machine learning
algorithm and is ideal for creating cluster of timelines for unknown background sources.
Furthermore the number of cluster is a hyper-parameter which can be determined with

the Akaike information criterion.

3.2.1 Theory of the Gaussian Mixture Model

A Gaussian Mixture Model is a multidimensional probability density function consisting

of a weighted sum of Gaussian component densities. This sum can be written as:

plr|A) = Zwig(f | i 25) (13)

where x is a data vector of the different measurements from the fit, w; are the weights,
Y; is the covariance matrix, p; is the mean vector and g(z | u;, ;) are the component
Gaussian densities. The covariance matrix is a matrix, where the j, k entry is calculated
with [25]:

Yk = E(zxjzr) — E(xy)E(7y) (14)

where E is a operator which denotes the mean value of its argument. A D-variate Gaus-

sian function of the form,

1 1 1
ol | 1%) = oogrepenn( 5@ = =@ = ) (15)

describes each component Gaussian density. The sum over the weights equals 1. To
determine the best estimate parameters for the GMM the Maximum Likelihood (ML)
method is used. If each data vector z; is independent, the GMM likelihood for T" vectors

with X = {x1,..,2r} can be written as: [20]
T

p(X | N) = [ o | N) (16)

t=1
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Due to the non-linearity of this function direct maximization is not possible. Therefore
the expectation-maximization (EM) algorithm is utilized. The idea behind this algorithm
is to start with a initial model A and to determine a A with p(z | A) > p(z | A). Afterwards
X is the new initial model and the process is repeated until A and A converge. To ensure
a monotonic increase in the model’s likelihood value in each iteration the following re-
estimation formulas are used:[26]

Mixture Weights

Z (i 7. 0) (17)

T
Means .
' A
i — = “%”% (18)
Z =1 (Z ‘ xt? )\)
Variance(diagonal covariance)
T .
P A)x?
52 = Zzle r(i | Ty, Az _ 2 (19)
> i1 Prii @, A)
with
Pr(i |2y, 2) = — 9@ #1200 (20)

S wig (e | g k)

where o2, 7; and p; are arbitrary elements of the vectors 6%, z; and p;.
Depending on the constraints of covariance matrices, number of components and if pa-

rameters are shared between the Gaussian components the GMM can be optimized for
the task (see fig. 12) [20].
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Test accuracy:"92.1 Test accuracy:"94.7
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Test accuracy:*100.0 Test accuracy:"89.5
setosa
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Figure 12: Gaussian Mixture model for different covariance matrices|27].
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Akaike information criterion

A method to determine the optimal number of components, in our case the number of
clusters, is the Akaike information criterion(AIC). For this the AIC value for different

number of components is calculated via this formula[28]:
AIC = —2logp(X | A) + 2k (21)

Where k is the number of parameters and p(X | A) the maximized likelihood. By plotting
this function for different k a so called "elbow" plot is created. The model with the lowest
AIC value is the "best". However, a model with a comparable low AIC value and lower
number of components can be better suited for the task. Such a model is depicted as a

kink in the "elbow" plot and this point is called the inflection point(see fig. 13).
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Figure 13: "Elbow" plot for a data set with a inflection point at 4 clusters|29).

3.2.2 Results of the Gaussian Mixture Model

First the appropriate amount of clusters is identified with the Akaike information crite-
rion. As described in section 3.2.1 the AIC value for different cluster is calculated and
then plotted in a "elbow" plot to decide the inflection point. This "elbow" plot is de-
picted in figure 14. Since the inflection is at 6 clusters, the number of components for
the Gaussian Mixture Model is chosen to be 6. The resulting GMM for the background
data is depicted in figure 15. Each timeline is assigned to one of the six clusters. To get
a better understanding of these clusters the mean timeline from each cluster is calculated

and plotted in figure 16.
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Figure 14: "Elbow" plot for the extrinsic background of the TES.
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Figure 16: Mean Timeline of each cluster.
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Due to the high deviation within cluster 2 and cluster 6 and the relative low peak,
they are probably generated by noise from the electronic parts of the TES. In comparison
to the other clusters, cluster 3 has a very high amplitude and pulse integral. Therefore,
the source must be high energetic and along with the linear decay, the source is most
likely not black body radiation. Contrary, cluster 1, 3, and 5 are photon like events and
hence the source is most likely black body radiation from the optical fiber. Especially
compared to the average light pulse (see fig. 7b) cluster 2 consist of photons with a similar
wavelength to the 1064 nm laser. Due to the twice as high peak of cluster 5 in comparison
to cluster 1 and the similar timeline shape, cluster 5 consist of photons with around half
the wavelength of the laser or two 1064 nm photons which hit the TES simultaneous. If
two photons hit the TES not simultaneously but slightly delayed a timeline like the cluster
5 could be achieved. In total over 3000 of the around 5000 timeline have a similar shape
to the light and events and could be from black body radiation. This would correspond
to a rate of 50.5 black body photons per hour.
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Chapter 4

Background discrimination with

machine learning

In addition to a good understanding of the background sources, the possibility to dis-
criminate the background from the light events is necessary for the success of the ALPS
IT experiment. Therefore, this chapter focuses on background discrimination with deep
learning. In section 4.1 the theory of deep learning is introduced and thereafter in section

4.2 the classifier used for the background discrimination is explained.

4.1 Theory of convolutional neural networks

One of the most common forms of data analysis today is machine learning, and recently
neural networks in particular have become popular [30]. Machine learning can be divided
into supervised and unsupervised algorithms. If the data used to train the model is
labeled, as in the case of background discrimination, it is supervised machine learning.
Neural networks in general are modeled after the human brain and consist of different
layers which are connected via general matrices. Although, the input and the output of
the neural network is accessible, only the architecture of the neural network can be chosen
(see fig. 17) [31].

Inputs Hidden Layers Output

Figure 17: Sketch of a Neural network [32].
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A specialized kind of neural networks are the convolutional neural networks (CNNs).
CNNs are optimized for processing time-series data and image recognition. As the name
suggests CNNs are neural networks that use convolutionsﬂ instead of general matrices
[30]. Every CNN consist of a specific number of different layers, which are optimized for

the different tasks, but they share some common layers, which are shown in figure 18 and

explained below [31].

Convolution Neural Network (CNN)

Input Output
Poolin Poolin: Poolin
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Feature Maps———————————— L Connected——
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|| | | ]
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Distribution

Figure 18: Layers of a CNN used for Image recognition [33].

4.1.1 Layers of CNN

The feature extraction of a CNN consist of convolutional layers, ReLU layers, pooling
layers and a flattening layer. Afterwards a fully connected layer classifies the data. Each
type of layer is explained below.

Convolutional Layer:

The convolutional layers are the key component of a CNN architecture. Convolutional
layers convolve a part of the input data with a filter or kernel and transform it into one

part of the output data as visualized in figure 19.

1{0f1fjo|1]o0 1(0(1 1(2(3 31
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1(0j1|1]1]|o0 Image patch Kernel

ol 1l 1lol 1l (Local receptive field) (filter) Output
1({0f1j]0|1f0O

Input

Figure 19: Convolution of an image patch [34].

IThe convolution of two functions is defined as (f % g)(t) = [ f(t)g(t — 7)dr
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Thereafter, the kernel is shifted over the input data until the whole data is convolved. The
whole output is called an activation map. Each value of the output reflects the learning
of a feature [3I]. Since each value of the kernel is used at every position of the input,
except at the edge of the image, the network has shared parameters. Thus, rather than
learning a separate set of parameters for every location, the algorithm learns only one set
of parameters. Therefore CNNs are position invariant [30)].

ReLU Layer:

To reduce training time and training error the network uses the Rectified Linear Unit

(ReLU) activation function. The function is defined as:
f(w) = max(0, ) (22)

and is applied element wise as the output for the input z. Another advantage is that
ReLU does not need normalized inputs and each input with a positive values displays
that learning happened in the corresponding neuron [31].

Pooling Layer:

Pooling is used after a convolutional layer to reduce the spatial size of the activation
maps. Thus, the use of pooling layers avoid overfitting. The different versions of pooling
summarize the area they cover in different ways. For example, a 2x2 max pooling filter
takes the largest value out of the four corresponding values [31]. This is depicted in figure
20.

31113
2150 2 5| 3

Max =
114|211 7 | 4

g —_—

Figure 20: Max pooling of a 4*4 input [35].

Flattening Layer:

The flattening layer reduces any tensor shape into a 1 dimensional tensor, while keeping
all values of the tensor. For example a tensor (10, 10, 32) will be flattened to (10 *
10 * 32). Another flattening method is the global average pooling. It applies average
pooling on each spatial dimensions until every spatial dimension is one, and leaves the

other dimensions unchanged. For example, a tensor (10, 10, 32) would be transferred to
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(1, 1, 32). In comparison to the first method, global average pooling reduces overfitting
and is more robust to spatial translations of the input [36].

Fully Connected Layer:

The fully connected layer or dense layer calculates the probabilities of the input to belong
to an output class . The output for this layer is a vector which consist of N numbers,
each representing the the probability of one of the N output classes [31]. For a classifier a
threshold is set. If the probability is over the threshold the input belongs to the according
class.

Batch Normalization:

Another layer used in the classifier is the batch normalization layer. The aim of a batch
normalization layer is to reduce the change in the internal covariate shift. The internal
covariate shift is a change in the distribution of network activations due to the change in
network parameters during training. The batch normalization layer fix the distribution of
the layer inputs as the training progresses. This reduces the internal covariate shift and
thereby improving the training speed. An in-depth discussion of batch normalization is
found in [37].

4.2 Results of the CNN classifier

For the classifier, the background data from the previous chapters is used as well as the
light data from section 3.1. Since the light and background data consist of time series a
CNN is used for the background discrimination. To optimize the accuracy of the classifier
the data is prepared as proposed in [38]. First, the data is z-normalized. This can be

done with the following formula:

fx) = (z —p)/fo (23)

where x is the original data point, u the mean of the data and o the standard deviation
of the data. A z normalized time series sample has a mean equal to zero and a standard
deviation equal to one. Thereby, each time series has arbitrary units for the voltage as

visualized in figure 21.
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Figure 21: A z normalized time series.

Furthermore, the data is transformed into a multivariate timeseries via a reshaping. In

this way, the algorithm is applicable to multivariate time series as well. Another method

used to reduce overfitting of the algorithm is the stratified K-Fold cross validation. The

K-Fold method splits the training data in k different splits and trains the algorithm for

each fold. After every split the performance is evaluated with the according test fold and

a new test fold is selected. Thereby, reducing overfitting while ensuring every part of the

data is used for testing and training. A stratified K-Fold ensures that of each class, in

this case background and light events, a representative part is used for the training.

Split1
Split 2
Split 3
Split 4

Splits

Training data

Test data

Fold 1 Fold 2 Fold 3 Fold 4 Fold 5
Fold 1 Fold 2 Fold 3 Fold 4 Fold 5
Fold 1 Fold 2 Fold 3 Fold 4 Fold 5
Fold 1 Fold 2 Fold 3 Fold 4 Fold 5
Fold 1 Fold 2 Fold 3 Fold 4 Fold 5
Fold 1 Fold 2 Fold 3 Fold 4 Fold 5

/

Figure 22: 5 fold cross validation.[39]

> Finding Parameters

The layers of the CNN for a time series classification is proposed in [40]. The different

layers are depicted in table 1. Since the pulses are shorter then the whole timeline, only

3950 data points around the amplitude are used for the algorithm.
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Layer (type) Output Shape
Input layer (None, 3950, 1)
Convolution layer (None, 3950, 8)
Batch normalization ~ (None, 3950, 8)
ReLu layer (None, 3950, 8)
Convolution layer (None, 3950, 8)
Batch normalization ~ (None, 3950, 8)
ReLu layer (None, 3950, 8)
Global average pooling (None, 8)
Dense layer (None, 2)

Table 1: Architecture of the final CNN.

The changeable hyper-parameters are the kernel size, the number of filters, the batch size
and the number of epochs. The batch size is the size of the training set before the internal
model parameters are updated and the number of epochs is how often the algorithm works
through the whole training data set. The algorithm was first trained with a kernel size of
11, 16 filters, a batch size of 50 and 100 epochs per split.

After achieving a accuracy of p = 100% the parameters were changed to reduce the number
variables of the algorithm. For the first algorithm the network used 4,274 variables. The
batch size was raised to 100 and the number of filters was first changed to 10, then to 8
and at the end to 4. The accuracy maintained at p = 100% for 10 and 8 filters. With 4
filters the accuracy dropped to p = 0.9998% and the number of variables was reduced to
350. To visualize the training the class activation maps (CAMs) of different time series

were plotted (see fig. 23) with the following formula [41]:

LCAM(A) = ReLU(Zl OékAk), (24)

k=1

with A = fl(z), where fIU() is the output of the I-th layer. Ay is a k-th activation map

of A and ay is the coefficient (i.e., the importance) of Ay.
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Figure 23: Class activation map of different time series. The colour visualize how im-
portant different parts of the time series are for the classification. The unit of the y axis
should be microseconds.

Since the peak of the time series are not the focus of the algorithm, but some arbitrary
points, the algorithm decides between light and background events with the help of the
noise. This indicates that the setup and therefore the time series between the two data set
changed too much. Since the resulting network is not usable for new data the algorithm
was retrained with new light data set which was taken in June 2021. Since now both data
sets are from the same cool down the difference between the two data should be reduced.
The new light data consist of 9608 time series. The settings for the new algorithm was a
kernel size of 11, a batch size of 100 and 100 epochs per split. The first algorithm used
16 filters, the second 8 and the last 4. The results of the different algorithms are depicted
in table 2-3 and in figure 24.

Number of filters 4 8 16

Acc. split 1 98.85% 99.22% 99,12%
Acc. split 2 99.25% 99.39% 99.36%
Acc. split 3 99.56% 99.96% 99.59%
Acc. split 4 99.35% 99.66% 99.49%
Acc. split 5 99.45% 99.63% 99.63%
Mean Acc. 99.30% 99.49% 99.45%

Table 2: Accuracy of the different splits.
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Number of filters 4 8 16

True Light 1918 1916 1917

False Light 7 5 9
True Background 1028 1031 1027
False Background 4 5 4

Table 3: Results of best splits of each algorithm.
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The CAMs of the new algorithms, especially the 16 and 8 filter CNN, display that
the networks focus on the peaks of the time series. This demonstrate that the light and
background data should be measured during the same cool down. Since the accuracy of
the 8 filter network is the highest, the 8 filter network is used from now on. To further
optimize the CNN, the wrongly classified time series are plotted in figure 25-27.
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Figure 25: Mean of the misidentified timelines compared to the mean of the correctly
classified data. False light is the background data which was selected as light and false
background the light data which was selected as background.

The false light looks very similar to the true light. This aligns with the Gaussian mixture
results. Some timelines in the background data are most likely due to black body radiation
with a similar wavelength as the light pulses and thus similar energy to the photons from
the laser. The resulting timeline is very similar to the light timelines. To optimize
this part of the background discrimination more data or a reduction of the black body
radiation via, for example cooling of the optical fiber or laboratory, is necessary. Since
the false background data is very atypical for light data it appears that either the light
data contains background data or the data recording from the TES was faulty. In both
cases the light data could be analyzed before the training to exclude data of this kind.
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Figure 26: Wrongly classified time series of the last split of the 8 filter algorithm.
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Figure 27: Wrongly classified time series of the last split of the 8 filter algorithm.
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Lastly the statistical significance of the best split of the 8 filter algorithm is calculated.

The statistical significance can be calculated with [42]:

S = 2(\/edeansT -+ an — \/an) (25)
where ¢4 is the detection efficiency and is assumed to be ¢;=0.5. The True positive

rate(TPR) is €, and can be calculated from the confusion matrix.

True Positive 1916
€q = .- : =
True Positive + False Negative 1921

= 99, 74%. (26)

The signal rate ng is ny = 2 x 107°.The observation time of the background data is 7" and
T = 215,925s = 59.979h. Lastly n, is the rate of false positive events. Since the test data
is 20% of the whole data the number of miss-classified background events is 5/0.2=25.

The rate is determined with:

25
2159255

g =1,1578 x 10" *Hz (27)

With these parameters the statistical significance is S=0.42. As the acceptance threshold
for the experiment is S > 5, the TPR and especially the rate of false positive events must
be improved. To achieve this, the n, has to be around ~ 107%. Another option is to
change the threshold of the dense layer. A higher threshold as the default threshold of

0.5 could reduce the false positive events and thus improve the statistical significance.
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Chapter 5
Summary and Outlook

In this thesis the different background sources of the TES were visualized and the anal-
ysed. The background was divided into different clusters with the Gaussian mixture
model. With this, the main background source of the extrinsic background in the ALPS
IT experiment was identified to be likely due to black body radiation. With this improved
understanding of the background sources a further reduction of the background should be
possible. In particular improvements in the laboratory, for example cooling of the optical
fiber, could reduce the black body radiation.

The second part of this thesis showed the potential of deep learning for data analysis
and especially background discrimination. Although the accuracy of the background
discrimination was high, further improvements are needed for the ALPS II experiment.
Especially the false positive rate was too high to achieve the threshold of S > 5. Due
to the systematic change between the different data sets, new data from the exact same
setup and bigger data sets should improve the false positive rate. In addition the light
data used for training seem to include some background events. By removing those, the
learning could be improved further. Another option is to increase the threshold for the
dense layer, which should reduce the number of false positives events further. By im-
plementing these improvements, the statistical significance should rise and together with

improvements in the laboratory the threshold of S > 5 could be achieved.
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