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Abstract

A Python library to fit continuous piecewise linear functions to one
dimensional data is presented. A continuous piecewise linear function has
breakpoints which represent the termination points of the line segments.
If breakpoint locations are known, then a least square fit is used to solve
for the best continuous piecewise linear function. If the breakpoints are
unknown but the desired number of line segments is known, then global
optimization is used to find the best breakpoint locations. This optimiza-
tion process solves a least squares fit several times for different breakpoint
locations. The paper describes the mathematical methods used in the li-
brary, provides a brief overview of the library, and presents a few simple
examples to illustrate typical use cases.

1 Introduction

Piecewise linear functions are simple functions which consist of several discrete
linear segments that are used to describe a one-dimensional (1D) dependent
variable. The locations where one line segment ends and a new line begins are
referred to as breakpoints. Enforcing continuity between these line segments
has resulted in a number of interesting models used in a variety of disciplines
[1213114][5]]6][7]. Muggeo [8] provides a review of the various techniques that
have been used to fit such piecewise continuous models.
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This paper introduces a Python library for fitting continuous piecewise linear
functions to 1D data. The library is called pwif and was first available online
on April 1, 2017. The library includes a number of functions related to fitting
continuous piecewise linear models. For instance, pwlf can be used to fit a
continuous piecewise linear function for a specified number of line segments.
This type of fit is performed using global optimization to minimize the sum-of-
squares error. Two different global optimization strategies are included in the
library’s fit and fitfast functions. A user may additional specify their own global
optimization routine. The library also provides a number of other statistical
properties associated with these continuous piecewise linear functions.

The paper describes the methodology that pwlf uses to fit continuous piece-
wise linear functions. Essentially a least squares fit can be performed if the
breakpoint locations are known [9]. If the breakpoint locations are unknown, a
global optimization routine is used to find the optimal breakpoint locations by
minimizing the sum-of-squares error. First, the mathematical methods and var-
ious statistical properties available in pwlf are presented. Next, a basic overview
of the pwlf library is provided, followed by a collection of simple examples for
typical use cases. The main highlights of the library are the following;:

o simple Python interface for fitting continuous piecewise linear functions
o fit with known breakpoint locations

o fit for specified number of line segments with unknown breakpoint loca-
tions

e constrained fitting that forces model through data points
e quick predict from a fitted model
« global optimization strategies to find optimal breakpoint locations

o relatively fast and efficient implementation

2 Mathematical formulation

This section describes the mathematical methods used in pwif. The least squares
problem is defined if breakpoints are known. It is additionally possible to force
the linear function through a set of data points by using a constrained least
squares formulation. Various statistics associated with the linear regression
problem are presented. These statistics include: the coefficient of determination,
standard errors, p-values for model parameters, and the prediction variance
of the model. Lastly, an optimization problem is presented to find the best
breakpoint locations. The optimization problem solves the least squares problem
several times for various breakpoint combinations by minimizing the sum-of-
square of the residuals. There is no guarantee that the absolute best (or global
minimum) is found, but this is true for many non-linear regression routines.



2.1 Least squares with known breakpoints

This work assumes some 1D data set, where x is the independent variable.
Additionally, y is dependent on x such that y(x). The data can be paired as

1 Y1
T2 Y2
T3 Y3 (1)
Tn  Yn

where (1, y1) represents the first data point. The data points should be ordered
according to x1 < x9 < x3 < --- < x, for n number of data points. A piecewise
linear function can be described as the following set of functions

m +mi(x—br) by <z < by

N2 + ma(x — ba) by < x < b
y(@) = 3. : (2)

Ny —1 + mnbfl(x - bnbfl) bnbfl <z < bnh

where by is the x location of the first breakpoint, by is the x location of the
second breakpoint, and so forth until the last breakpoint b,,. There are n,
number of breakpoints, and there are n, — 1 number of line segments. Like
the ordering of the data, this formulation also assumes that the breakpoints are
ordered as by < by < -+ < by, t.

The above equation represents a set of piecewise linear functions. If it is
enforced that the piecewise linear functions are C° continuous over the domain,
then the slopes and intercepts of each linear region become dependent upon
previous values. The piecewise functions then reduce to

b1+ Ba(x —b1) by <z < by

b1+ Ba(x — b1) + PB3(x — ba) by <z < b3
y(@) = 9. .

B1+ Ba(w —b1) + Ba(x —ba) + -+ By (T —bpy—1) bp1 <2 < by,

(3)

which results in the same number of unknown 8 model parameters as the number
of breakpoints. These piecewise functions can be expressed in matrix form as

1 x1—b (xl - b2)]1w1>b2 T (l‘1 - bnb—l)]l$l >bn,—1 ﬁl Y1
L ozo—b (z2—=02)luyse, - (22— bny—1)Layse,, 1 | | B2 Y2
1 Tp — bl (xn - b2)]]-xn>b2 e (xn - bnbfl)]]-zn>bnb,1 Bnb Yn

(4)
where 1, 5, represents the indicator function. The indicator functions can be
described as piecewise functions that are either 0 or 1, for example

0 Tn S b2
]lccn>b2 = {1 T > b2 (5)

L1f the breakpoint locations or data points are not ordered, pwlf will order the data using
numpy.argsort.



and

1, <p, = 6
n>bs {1 T, > bs (©)

and so forth. This is a simple linear system of equations where

AB=y (7)

such that A is the n x n; regression matrix, 8 is the vector (n, X 1) of unknown
parameters, and y is the vector (n x 1) of y data points. The least squares prob-
lem solves for the unknown B that reduces the sum-of-square of the residuals,
and the solution is expressed as

B=(ATA) ATy (8)
Once B has been solved for, the residual vector is

e=AB -y (9)

where e is a n x 1 vector. The residual vector is the difference between the fitted
continuous piecewise linear model and the original data set. The sum-of-squares
of the residuals then becomes

SSR = eTe (10)

which is the L2 norm of the residual vector.

The regression matrix A has a number of interesting properties. Since the
data was ordered initially, A will somewhat resemble a lower triangular matrix?
with the upper right area of the matrix being filled with zeros. Also, A can
be assembled quickly from the ordered x data. This is particularly important
when using optimization in cases where the breakpoint locations are unknown,
because the optimization process will assemble the matrix A many times.

2.2 Constrained least squares fit with known breakpoints

In some applications, it may be desirable to force the continuous piecewise
function through a particular data point or collection of points. For instance,
an unstressed material model must have a stress of zero (y = 0) at a strain of
zero (z = 0). Constrained least squares problems are explained in Chapter 16 of
Boyd and Vandenberghe [10]. This subsection extends the least squares problem
of fitting continuous piecewise linear functions to a constrained problem when
it is desired to force the model through a set of points.

Recall the least squares problem stated in Eqn. 7. It is desired to force the
continuous piecewise linear function through

xCl yCl
‘rcz ch

(11)
Len, Yen,

2Technically a lower triangular matrix will only have zeros above the diagonal, and thus A
will only be lower triangular for particular data and breakpoint combinations.



with n. number of constrained data points. Let’s call . the vector of con-
strained x locations, and y. the vector of constrained y locations. A new ¢, X ny
matrix C is assembled where

1 Ley — by ($01 - b2)1xc1 >by T (-Tcl - bnb—l)]lxcl >bny 1
I @, —by (xc2 - bQ)]lIcz >ba T (:Ec2 - bnbfl)]lxcz >bny, -1
C= ) :
1z, —h (xcnc - b2)]lzcnc >by T (:I;Cnc - bnbfl)]lxcnc >bny 1
(12)

Note this is the same procedure used to assemble A, but x. is used instead of
x.

The Karush-Kuhn-Tucker (KKT) equations for the constrained least
squares problem become

[Q.OéTA %T] [/ﬂ _ [Z:jy} (13)

where ¢ is the vector of Lagrangian multipliers which will be solved along with
the B model parameters [10]. This is a square matrix of shape (ny +n.) X (np +
ne), and 2ATy is a vector with shape ny x 1. Note that once B has been solved,
the calculation of the residual vector still follows Eqn. 9.

2.3 Various statistics

Various statistics can be calculated if we assume that the breakpoint locations
and model form are correct. This subsection will define the following commonly
used regression statistics:

« Coefficient of determination R?
e Standard error for each 8 model parameter
e Testing for parameter significance with p-values

e Prediction variance due to the uncertainty from the lack of data

2.3.1 Coeflicient of determination

The coefficient of determination, commonly refereed to as R?, compares the
correlation between the model output and observed data. First the total sum-
of-squares is calculated using

SST = Z(yz - 9)? (14)

where 7 is the mean of y. The total sum-of-squares depends only on the observed
data points, and is independent of the fitted model. Then the coefficient of
determination is obtained from

SSR

R2=1-222
SST

(15)

where SSR is the sum-of-square of the residuals as defined in Eqn. 10.



2.3.2 Standard error for each model parameter

The standard error can be calculated for each model parameter. The standard
error represents the estimate of the standard deviation of each B parameter
due to noise in the data. This derivation follows the standard error calculation

presented in Coppe et al. [11] for linear regression problems.
First the unbiased estimate of the variance is calculated as
SSR
52 = (16)
n—mny

where n is the number of data points, and n; is the number of model parameters
(or breakpoints used). Then the standard error (SE) for the 5; model parameter
is

SE(B;) = /62 [ATA] (17)

-1
Jj
for each j parameter ranging from j = 1,--- ,np. It is often assumed that
the parameters follows a normal distribution, with mean of §; and standard

deviation of SE(S;).

2.3.3 Test for parameter significance

A statistical test can be done to test for the significance in each 8 model pa-
rameter. This is a marginal test as defined in section 2.4.2 of [12], because the
B parameters are codependent.

The hypotheses for testing the significance of any individual regression pa-
rameter 3; are

and
H1 : 6j 7& 0. (19)

If Hy is not rejected, then 3; may be deleted from the model. This could imply
that too many line segments are being used for the provided data. The test
statistic is

Bi

YT SR
or the ratio of the parameter to it’s standard error. The p-value for each pa-
rameters is the probability of obtaining a test statistic greater than |¢;]. Note
that ¢; follows Student’s t-distribution, with (n — ny — 2) degrees of freedom.
A typically hypothesis test would reject Hy if the p-value is greater than some
level of significance .

(20)

2.3.4 Prediction variance due to the uncertainty from the lack of
data

The prediction variance is a useful tool for assessing the model uncertainty.
For continuous piecewise linear functions, the prediction variance represents
the uncertainty in each linear segment due to the lack of data. For a useful
discussion on the prediction variance, refer to section 8.4.4 of [12].

The regression matrix shall be denoted A when it is assembled on a set of
new prediction points &, and the predictive model output is given as § = AB
Note that & can contain any number of data points from the original domain of



x. The reason for this is that the prediction variance can be calculated at any
x within the model, and is not restricted to the original & data. The prediction
variance as a function of & is given by

PV(#) = 62diag (A[ATA] 1AT> (21)

where diag represents the diagonal along the matrix. It’s generally assumed that
¢ follows a normal distribution, with standard deviation equal to /PV(&).

2.4 Finding the optimal breakpoints

The fitting of continuous piecewise linear functions has thus far assumed that
the breakpoint locations are known. In cases when the breakpoint locations are
unknown, optimization can be used to find the best set of breakpoint locations.
This formulation requires the user to specify the desired number of line segments.
Remember there are n, — 1 number of line segments.

For any given set of breakpoint locations b, a least squares fit can be per-
formed which solves for the 8 parameters that minimize the sum-of-square error
of the residuals. The sum-of-square of the residuals can be represented as a func-
tion dependent on the breakpoint locations SSR(b). The library assumes that
the first breakpoint is by = z7 (or the smallest x), and the last breakpoint is
bn, = x, (or the largest z). An optimization problem is formulated to find
the breakpoint locations that minimize the overall sum-of-square of the residu-
als. Note that there are n, — 2 number of unknown breakpoint locations. The
summary of the optimization problem is as follows:

minimize SSR(b), b= [ba, - ,bp,1]"
subject to x1 < b <xz,, k=1,2,--- ny.

Two different optimization strategies are currently utilized. The first strat-
egy utilizes Differential Evolution (DE) for the global optimization [13]. The
DE optimization algorithm is used in the fit function as pwlif’s default optimiza-
tion strategy. The specific DE strategy being used has been implemented into
SciPy [14]. The DE optimization strategy is a very popular heuristic optimizer
that has been used in a variety of applications. However, cases may arise where
the progress of DE is deemed too slow, too expensive, or the DE results are
consistently undesirable.

As an alternative to DE, a multi-start gradient based optimization strat-
egy is used in the fitfast function. The multi-start optimization algorithm first
generates an initial population from a latin-hypercube sampling®. This is a
space filling experiment design, where each point in the population represents a
unique combination of breakpoint locations. A local optimization is then per-
formed from each point in the population. Running multiple local optimizations
is a strategy that attempts to find the global optimum, and such a strategy was
mentioned by Muggeo [15] for solving problems with multiple local minima. The
local optimization algorithm being used is the LBFGS [16] gradient based opti-
mizer implemented in SciPy [14]. Schutte et al. [17] observed a case where the

3The latin-hypercube sampling is done using the pyDOE package. https://pythonhosted.
org/pyDOE/
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multi-start optimization performance may exceed running a single optimization
algorithm for an extended period of time. The caveat with the multi-start gra-
dient based optimization algorithms is that each individual optimization may
get stuck at a local minima, and thus increasing the number of starting points
will increase the chances of finding the global optimum.

The overall methodology described is an optimization within an optimiza-
tion, or a double-loop optimization. There is an inner optimization occurring at
every function evaluation. This inner optimization is the least squares fit which
finds the best continuous piecewise linear model for a given set of breakpoint
locations. It is required to solve the least squares problem several times within
the outer optimization process. As shown later in the examples, the outer opti-
mization process can be used to find breakpoint locations in a short amount of
time on a modern computer. This is largely possible because of the efficiency
of the least squares method. Finding the breakpoint locations for other error
measures (i.e. minimizing absolute average deviation, or any other LN norm)
would be a significantly more expensive problem, because an iterative solver
would be required within the inner loop of the optimization process.

3 The pwlf Python library

A brief overview of the pwlf library is provided. This information includes
installation details, versioning semantics, and details about the fitting class.

3.1 Installation

It is recommended to install pwif using pip by running

pip install pwlf

in a shell (or command prompt)*. This will download and install the latest
pwlf release along with the necessary dependencies. The dependencies are the
following:

e Python >= 2.7

e NumPy >=1.14.0
e SciPy >=0.19.0

e pyDOE >=0.3.8

Alternatively, pwlf can be installed from the source code by running the
following.

git clone https://github.com/cjekel/piecewise_linear_fit_py.git
pip install ./piecewise_linear_fit_py

4The PyPA recommended tool for installing packages is with pip https://pypi.org/
project/pip/
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3.2 Versioning

To import and check the version of pwif run

import pwlf
pwlf.__version__

where pwlf.___ wversion___ is a string following "MAJOR.MINOR.PATCH”
Semantic Versioning®. The changelog is hosted online at https://github.
com/cjekel/piecewise_linear_fit_py/blob/master/CHANGELOG.md, and
released versions of pwlf are available online at https://pypi.org/project/
pwlf/. A new release will be uploaded for changes in the source code, however
the most minor changes (typos in docstrings or example files) may not be
released to PyPl.org.

Run the following code to upgrade pwif (but none of the dependencies) to
the latest version.

pip install pwlf --upgrade --no-deps

3.3 PiecewiseLinF'it class

The usage of pwlf was largely inspired by the simplicity of the scikit-learn project
[18]. The entire fitting routine is stored inside the PiecewiseLinFit class. The
object is initialized by calling

model = PiecewiselLinFit(x, y, disp_res=False, sorted_data=False

where model becomes the working object in which all fitting routines are run
for the particular x and y data. If the breakpoint locations are known, use
model.fit__with_breaks to perform a least squares fit. If breakpoint locations are
unknown, use model.fit or model.fitfast to perform a fit by specifying the desired
number of line segments. Once a fit has been performed, the object will contain
the following attributes:

model.ssr # sum-of-squares error

model.fit_breaks # breakpoint locations
model.n_parameters # number of model parameters
model.n_segments # number of line segments
model.beta # model parameters

model.slopes # slope of each line segment
model.intercepts # y intercepts of each line segment

Shttps://semver.org/spec/v2.0.0.html
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4 Examples

Simple examples are provided for the following use-cases:
1. fit with explicit breakpoint locations
2. fit for specified number of line segments
3. force the fit through data points
4. use a custom optimization routine to find the optimal breakpoint locations

For additional examples, please look in the examples folder within the source
which is available at https://github.com/cjekel/piecewise_linear_ fit_
Py-

To get started with the examples: first import the necessary libraries, copy
the x and y data, and finally initialize the fitting object as model.

import numpy as np
import pwlf

X = np.array([l., 2., 3., 4., 5.,6., 7., 8., 9., 10., 11.,
12., 13., 14., 15.])
y = np.array([5., 7., 9., 11., 13., 15., 28.92, 42.81, 56.7,

70.59, 84.47, 98.36, 112.25, 126.14, 140.03])

model = pwlf.PiecewiseLinFit(x, y)

4.1 Fit model with explicit breakpoint locations

The most basic fit is for explicit breakpoint locations by solving the least
squares problem presented in Eqn. 7. The example finds the best continuous
piecewise linear function that has breakpoint locations at [0.0,7.0,16.0]. The
fit_with__breaks function is used to perform the least squares fit. The following
code performs the fit.

breakpoints = [0.0, 7.0, 16.0]
model.fit_with_breaks(breakpoints)

Prediction from a fitted model just requires calling the predict method on
new x locations. The following code evaluates the model on 100 new & locations
within the domain of .

x_hat = np.linspace(x.min(), x.max(), 100)
y_hat = model.predict(x_hat)

The resulting fit and data can be (optionally) plotted using the matplotlib
library. The resulting fit is shown in Fig. 1.
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plt
plt
plt
plt
plt
plt

plt.

import matplotlib.pyplot as plt
.figure()

.plot(x, y, 'o")
.plot(x_hat, y_hat, '-')
.gridQ)

.xlabel('x")

.ylabel('y")

show ()
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Figure 1: Example of fitting a continuous piecewise linear function with break-
points occurring at [0.0,7.0,16.0].

4.2 Fit for specified number of line segments

The breakpoint locations are unknown in many cases. In the given example it
appears obvious that there are two distinct linear regions, and thus it is logical
to find the breakpoint locations for two line segments. To do so, just run

breakpoints = model.fit(2)

where breakpoints is a numpy array containing the optimal breakpoint locations.
The result of this fit is shown in Fig. 2, and the resulting breakpoint locations
occur at [1.0,6.0,15.0].
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Figure 2: Example of fitting two continuous piecewise line segments to a simple
data set.

4.3 Forcing fit through data points

It may sometimes be desirable to force the continuous piecewise linear function
through a particular point, or set of points. Such a fit is done by specifying ¢
and y_ ¢ while performing a fit. The following code finds the best two continuous
piecewise lines, such that the model goes through the point (0.0,0.0). The result
is shown in Fig. 3.

model.fit(2, x_c=[0.0], y_c=[0.01)

12
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Figure 3: Example of finding the best two continuous piecewise lines that go
through the point (0.0, 0.0).

4.4 Using a custom optimization routine

It is possible to find the optimal breakpoint locations using your favorite opti-
mization algorithm. First, run use custom__opt to specify the desired number
of line segments. Then, pass fit _with breaks opt as the objective function to
your favorite optimization routine. The following example uses SciPy’s minimize
to find the best breakpoint locations for two line segments. There is only one
variable to optimize, because pwlf assumes that the first and last breakpoints
occur at the minimum and maximum z data points.

from scipy.optimize import minimize

model .use_custom_opt (2)

guess = [5.0] # guess the breakpoint location
res = minimize(model.fit_with_breaks_opt, guess)

5 Conclusion

A methodology was presented for fitting continuous piecewise linear functions to
1D data. If breakpoints (or the termination of each line segment locations) are
known, then a simple least squares fit is performed to find the best continuous
piecewise linear function. If breakpoints are unknown but the desired number
of line segments is known, then optimization is used to find the breakpoint
locations of the best continuous piecewise linear function. This is a double
optimization process. The outer loop is attempting to find the best breakpoint
locations, while the inner loop is performing a least squares fit to find the best
B model parameters. This methodology of fitting continuous piecewise linear
functions, as well as various statistics associated with this particular regression

13



model have been discussed in detail. A few examples of the basic usage of pwif
was described in this paper. Additionally, there are a number of other examples
available online at https://github.com/cjekel/piecewise_linear_fit_py
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