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“A year from now, we’ll have over a million cars 
with full self-driving, software, everything.” 
— Elon Musk
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“A year from now, we’ll have over a million cars 
with full self-driving, software, everything.” 
— Elon Musk

2019

“I would be shocked if we do not achieve full self-
driving safer than human this year. I would be 
shocked.” — Elon Musk

2022



“Perhaps expectations are too high, and... this will eventually 
result in disaster…. [S]uppose that five years from now 
[funding] collapses miserably as autonomous vehicles fail to 
roll. Every startup company fails. And there's a big backlash 
so that you can't get money for anything connected with 
AI. Everybody hurriedly changes the names of their research 
projects to something else.

This condition [is] called the ‘AI Winter.’”

—Drew McDermott, 1984



Within a generation...the problem 
of creating ‘artificial intelligence’ 
will be substantially solved.
— Marvin Minsky, 1967 

I confidently expect that 
within a matter of 10 or 15 
years, something will emerge 
from the laboratory which is 
not too far from the robot of 
science fiction fame.  
— Claude Shannon, 1961  

Machines will be capable, 
within twenty years, of 
doing any work that a man 
can do. 
— Herbert Simon, 1965  



“AI was harder than we thought.” 
— John McCarthy, 2006



Human-level AI will be passed in the mid-2020s.

— Shane Legg, 2008



One of [Facebook’s] goals for the next five to 10 
years is to basically get better than human level at 
all of the primary human senses: vision, hearing, 
language, general cognition 

— Mark Zukerberg, 2015



I estimate a 50% probability of human-level AI by 2040. 

— Richard Sutton, 2022



When will superintelligent AI arrive?...it [will] 
probably happen in the lifetime of my children.

(My timeline of, say, eighty years is considerably 
more conservative than that of the typical AI 
researcher.)

— Stuart Russell, 2019





Four fallacies that promote over-optimism on AI

Still



Fallacy 1: Narrow AI is on a continuum with general AI

Hubert Dreyfus: "The first-step fallacy is the claim that, ever since our 
first work on computer intelligence we have been inching along a 
continuum at the end of which is AI, so that any improvement in our 
programs no matter how trivial counts as progress….There was in fact a 
discontinuity in the assumed continuum of steady incremental progress.  
The unexpected obstacle was called the commonsense knowledge 
problem.”

...



Fallacy 2: Easy things are easy and hard things are hard

November 09, 2016
by Andrew Ng



Fallacy 2: Easy things are easy and hard things are hard

Nature

Go is among “the most challenging domains in terms of 
human intellect.”
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A yellow box on top of a green box, which is 
on top of a blue box.



A bowl of fruit with no apples.



Moravec’s paradox: “It is comparatively easy to make computers exhibit 
adult level performance on intelligence tests or playing checkers, and 
difficult or impossible to give them the skills of a one-year-old when it 
comes to perception and mobility.” — and common sense!



Fallacy 3: The lure of “wishful mnemonics” (McDermott, 1976)

“Watson can read all of the health-care texts in the world in seconds.” 

“Watson understands context and nuance in seven languages.” 

“AlphaGo’s goal is to beat the best human players not just mimic them.” 



Fallacy 3: The lure of “wishful mnemonics” (McDermott, 1976)





Fallacy 4: Intelligence is all in the brain

https://www.insidetherift.net/mind-at-large/2017/6/1/philosophy-portal-brain-in-a-vat









Major Open Challenges

• Few-shot learning

• Generalization

• Abstraction and analogy

• Understanding and Common Sense















https://allenai.org/alexandria/

https://www.seattletimes.com/business/technology/paul-allen-invests-125-million-to-teach-computers-common-sense/





What would it take for a computer to understand this image?



Some core components of human understanding

• Intuitive physics, biology, 
psychology

• Mental models of cause and
effect

• Vast world-knowledge

• Abstraction and analogy

In spite of enormous progress in specific areas, AI systems are 
still far from having anything like these general human abilities.  

AI is still harder than we think.





“One might even say that the [1955] proposal, if 
properly reformatted, could be resubmitted to th
NSF…today and would probably get some funding by 
some excited program managers.”  

— Eric Horvitz, 2015



Thank you for listening!


