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Assessing Threats to Inference with Simultaneous
Sensitivity Analysis: The Case of US Supreme Court
Oral Arguments*

JEFFREY BUDZIAK AND DANIEL LEMPERT

P olitical scientists relying on observational data face substantial challenges in drawing
causal inferences. A particularly problematic threat to inference is the unobserved con-
founder. As a means to assess this threat, we introduce simultaneous sensitivity analysis to the

political science literature. As an application, we consider the potentially confounded relation-
ship between Supreme Court justice voting and oral argument quality. We demonstrate that this
relationship is sensitive to the presence of a confounder, to a degree that threatens inference,
and explore the confounder both theoretically and empirically. More generally, we show how
sensitivity analysis can guide inquiry related to a covariate that cannot be directly measured.

Social science researchers are fundamentally interested in inferring causal relationships. In
some disciplines, this is primarily achieved by experimental manipulation. By randomly
assigning units to treatment conditions, experimentation allows researchers to isolate

the effect of the treatment on the observed outcome. This allows researchers to have confidence
that any differences in the outcome demonstrated by observations in the treated and control
conditions were in fact caused by the treatment. While the value of randomized experimentation
for causal inference is beyond debate, not all social science questions permit experimental
manipulation. This problem is particularly acute for political science, where the nature of the
subject matter frequently forecloses traditional randomized experimentation. Granted, political
scientists can address certain questions with “natural” or “quasi-experiments” that replicate
some (but not all) of the benefits of randomized experimentation (Sehkon 2009; Gerber and
Green 2012; Sekhon and Titiunik 2012). However, for many research questions, political
scientists are forced to rely on exclusively observational data.

Political scientists are nevertheless just as interested in demonstrating causal relationships as
are social scientists whose subject matter lends itself to greater control over experimental
conditions. The demands of drawing appropriate causal inferences has spurred recent work in
political science that has pointed to difficulties associated with inferring causality in observa-
tional studies where experimental manipulation is untenable (see Green and Gerber 2002; Cook,
Shadish and Wong 2008; Imai et al. 2011; Keele and Minozzi 2013). Though some of these
difficulties have been addressed by methodological advances reviewed in Morgan and Winship
(2007) and Rosenbaum (2010), confounding by an unobserved variable remains a particularly
vexing threat to inference. To interpret a statistical association between X and Y as causal,
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a researcher must be confident that there is no confounder that affects both X and Y.
In observational studies, such confidence is often unwarranted. After all, the characteristics of
confounders are, by nature, difficult to assess: scholars typically lack either the theoretical
foresight necessary to anticipate a confounder’s presence, the tools necessary to measure its
impact, or both. This limitation poses a fundamental problem for any causal claim using
observational data.

Here, we introduce to the political science literature simultaneous sensitivity analysis—a tool
specifically designed to help overcome this limitation. Simultaneous sensitivity analysis allows
scholars to assess an inference’s sensitivity to unobserved confounders (Small et al. 2009). This
is true, even absent any a priori expectations regarding the nature of the relationship between a
potential confounder and the variables of theoretical interest. This tool is thus among recent
methodological advances (see, e.g., Rosenbaum 2010) that have the potential to drastically
improve political scientists’ confidence in drawing causal inferences using observational data.

The article proceeds as follows. First, we situate simultaneous sensitivity analysis within a
family of methodological tools designed to explore the robustness of causal inferences to
confounding by unobserved covariates. Second, we sketch some basic theory of simultaneous
sensitivity analysis and of the methodological context within which it is applied. Next, we apply
the method to assess the sensitivity of an observed relationship between the quality of oral
argument presentation and Supreme Court justice voting. We then present two empirical tests
that indicate the presence of a confounder that, the sensitivity analysis suggests, threatens
inference; in addition, we make a theoretical case for legal quality as a candidate confounder.
We conclude with methodological and substantive implications.

SENSITIVITY ANALYSIS: OVERVIEW AND INTUITION

With greater emphasis on drawing causal inferences has come more attention to the impact of
unobserved covariates on such inferences. Various tools often subsumed under the label
“sensitivity analysis” serve to quantify the impact of a hypothesized confounder—that is, an
unobserved covariate that is theorized to be associated with a treatment and the response—on a
putative causal effect’s statistical significance or size. The approach we use below is one of the
so-called “Rosenbaum-style” sensitivity analyses.1 Sensitivity analyses in this class are typically
based on randomization inference2 conducted after stratifying observations into sets within
which observations are matched on observed covariates, and allow the analyst to specify at least
one of two parameters, indicating a hypothesized confounder’s relationship to treatment
(the cause of interest) and/or response (the outcome of interest).3 Given this hypothesized
confounder, the output from the sensitivity analysis is usually the maximum probability that the
null holds, a point estimate for the minimum effect size, or an associated confidence interval.
Figure 1 depicts a generic case in which the sensitivity analysis is useful.

1 Liu, Kuramoto and Stuart (2013) is a recent overview that describes and discusses implementation of some
other, less closely related approaches to sensitivity analysis; see also citations in Small et al. (2013, 1462), in
particular, Imbens (2003).

2 For an introduction to randomization inference, see, for example, Rosenbaum (2002, 19–70) or Rosenbaum
(2010, 21–63); we describe some of the intuition below.

3 Though the approach we describe is applied after stratification into matched sets, we note that the essential
assumptions for causal inference are identical, or at least closely analogous, across matching and regression-
based methods (Morgan and Winship 2007, Chapter 5.3; Hosman, Hansen and Holland 2010, 849–50; Keele and
Minozzi 2013, 193). For a recent approach to sensitivity analysis after ordinary least squares regression, see
Hosman, Hansen and Holland (2010).
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We now discuss some specifics in an informal manner; technical details are available in the
cited sources and reviewed as needed for our application in third section. The Supporting
Information describes relevant software.

A simple (though somewhat unsubtle) way to classify Rosenbaum-style sensitivity analyses
is by the sensitivity parameters that are specified by the analyst, by the type of treatments and
responses (i.e., ordinal/continuous or binary) that are admissible, and by the type of matching
(e.g., pair, 1:k, or full) after which it is employed. We sketch basic developments, focusing on these
distinctions. Foundational work in sensitivity analysis is reviewed in Rosenbaum (2002, 105–70)
and focuses on primal sensitivity analysis for matched pairs. In a primal sensitivity analysis, the
hypothesized confounder is assumed to have a near-perfect association with response, and the
analyst specifies a single sensitivity parameter that indicates how much more likely an observation
is to be assigned to treatment (and not control) due to the unobserved confounder.4 Thus, the
analyst specifies only a single parameter. Primal sensitivity analysis for matched pairs is probably
the best known of the Rosenbaum-style sensitivity analyses; applications in political science
include Hainmueller and Hangartner (2013) and Sen (2014). Though these studies, like most
applications, consider a binary treatment, ordinal or continuous treatments can also be analyzed:
Rosenbaum (1989) gives clear and detailed discussion. Gastwirth, Krieger and Rosenbaum (2000)
extends primal sensitivity analysis beyond pair matching. The case of matching (each treated
subject) with multiple controls is detailed, though analysis after full matching is closely analogous.
The authors consider a binary treatment with a continuous response.

Closely parallel to primal sensitivity analysis is dual sensitivity analysis (see Gastwirth,
Krieger and Rosenbaum 1998). As in a primal sensitivity analysis, a single parameter is
specified, but in a dual sensitivity analysis the analyst-specified parameter indicates the degree
of association between the confounder and response, and it is the relationship between the
confounder and treatment that is assumed to be nearly perfect. Though dual sensitivity analysis

Fig. 1. An unobserved covariate U confounds the effect of treatment Z on outcome Y, despite adjustment for
measured covariates X
Note: In a simultaneous sensitivity analysis, analyst-specified parameters Γ and Δ quantify the strength of the
hypothesized confounding relationships, thereby allowing inference about the true effect of Z on Y.

4 Intuitively, for a continuous or ordinal treatment dose, this parameter indicates how likely, for a typical pair
of observations, it is that the observation with the higher value of the confounder receives the higher dose.
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is relatively rarely used, Gastwirth, Krieger and Rosenbaum (1998, 918) discusses designs for
which it is appropriate, and cites an application.

Simultaneous sensitivity analysis for matched pairs is introduced by Gastwirth, Krieger and
Rosenbaum (1998). In a simultaneous sensitivity analysis, the analyst specifies two parameters:
one (Γ) describes the association between a hypothesized confounder and treatment, and the
other (Δ) the association between confounder and response. Thus, primal and dual sensitivity
analysis can be thought of as special cases of simultaneous sensitivity analysis. Gastwirth,
Krieger and Rosenbaum (1998, sec. 3) presents applications with binary treatments, but the
method can be used with any combination of binary or ordinal/continuous treatments and
responses (Gastwirth, Krieger and Rosenbaum 1998, 908). Small et al. (2009) extends simulta-
neous sensitivity analysis to 1:k matching, matching with a variable number of controls, and full
matching. The case of binary treatment and continuous/ordinal response is developed.5

SIMULTANEOUS SENSITIVITY ANALYSIS AFTER FULL MATCHING: NOTATION,
ASSUMPTIONS, BASIC THEORY

In this section, we specify some of the basic theory of simultaneous sensitivity analysis. We draw
very heavily on Gastwirth, Krieger and Rosenbaum (1998) and Small et al. (2009), to which we
refer the reader for additional results and important details. Because, in our application, we use full
matching, we present only the result from Small et al. (2009). However, the discussion is largely
applicable to other Rosenbaum-style sensitivity analyses as well. Specifically, the “Randomization
Inference and Hypothesis Testing” and “A Model for Simultaneous Sensitivity Analysis” sections
are wholly consistent with simultaneous sensitivity analysis after pair matching (Gastwirth,
Krieger and Rosenbaum 1998).6

Full Matching

Full matching was introduced by Rosenbaum (1991), and is implemented in software written by
Hansen (2007); Hansen (2004) gives an application of full matching, and describes some of its
key properties for applied research. Full matching constructs a collection of matched sets
containing either of one treated unit and any positive number of controls, or one control and any
positive number of treated units (Hansen 2004, 613). Unlike 1:1 matching, full matching in
general does not require that the analyst discard observations. Unlike fixed ratio matching
(or any other matching), full matching guarantees that the weighted average distance between
treated and control units is minimized, for any reasonable weight, for any match of the same
size (Hansen 2004, 613).7 Simply put, “a stratification that makes treated subjects and controls
as similar as possible is always a full matching (Rosenbaum 2010, 183).”

Randomization Inference and Hypothesis Testing

A full matching, then, constructs I matched sets, i = 1,… , I each containing ni≥ 2 units, of
which mi are treated and ni−mi are controls. In each set, ni = 1 or mi− ni = 1, or both. Let

5 With careful interpretation of the parameters, the Small et al. (2009) result can be applied as well to the case
of continuous/ordinal treatment and binary response; that is, a case-referent (Rosenbaum 2002, 7–8) study where
strata are constructed after full matching (such as Guan et al. 2009).

6 Recall also that primal and dual sensitivity analyses can be considered special cases of the simultaneous
sensitivity analysis, with Δ and Γ, respectively, approaching infinity.

7 The size of a match is an ordered pair indicating the number of treated units and the number of control units
that are matched (Hansen 2004, 613).
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Zij = 1 if unit j in set i is treated and Zij = 0 if it is control. rCij is the response that unit j in set i
would exhibit if placed in the control group—we will call rCij “response under control.” rTij the
response that would be exhibited if unit j in set i were exposed to treatment. Only one of rCij or
rTij is observed for a given unit: call this Rij—response under treatment assignment actually
received (e.g., Rosenbaum 2010, 21–63). Let rCi be the ni-dimensional vector of responses
under control in group i, and rC = [rC1

T , … , rCI
T ]T. Define Zi and Z analogously.

Fisher’s (1935) null hypothesis of no treatment effect states that rTij = rCij, ∀ i, j (implying
rCij = Rij). If treatment assignment within sets is random, this hypothesis can be assessed via
randomization inference. In an observational study, there is no random assignment; however, by
matching on all relevant pre-treatment covariates x, we assume that the probability of assign-
ment to treatment within matched groups is equal (Rosenbaum 2010, 65–90). Randomization
inference can then proceed by “shuffling” treatment assignment, taking every permutation of
each Zi while holding rCij fixed, and calculating a test statistic t(Z, rC), for each of these
equiprobable shuffles, thereby determining a null distribution of the test statistic. The null
hypothesis is tested by calculating a significance level: the proportion of the time t(Z, rC) is
greater than or equal to the observed test statistic. For larger data sets, calculating t(Z, rC) for
every possible treatment assignment is impractical, so computational shortcuts to calculate
significance levels have been developed (e.g., Rosenbaum 2010, 21–63).

A Model for Simultaneous Sensitivity Analysis

Randomization inference requires that all relevant pre-treatment covariates have been taken into
account when constructing the matched sets. How can inference proceed when this requirement
is not met? We are concerned here with a confounder that was not considered in the matching,
and thus may be associated with both treatment and response, thereby violating the requirement
that treatment assignment be random within strata.

More specifically, consider a binary confounder uij. (This assumption is a conservative one,
and not as limiting as it might seem at first glance.8) Assume that uij is the relevant confounder,
in that, for every subject, treatment assignment is conditionally independent of response under
control, given the observed covariates and uij. Let ui be the ni-dimensional vector of uij in group i,
and u = [u1

T,… ,uI
T]T.

In a simultaneous sensitivity analysis, two sensitivity parameters are specified. The sensitivity
parameter γ describes the strength of the relationship between uij and assignment to treatment,
and the sensitivity parameter δ describes the relationship between uij and response under
control, as follows. Assume the following holds in the population before matching:

PrðZij ¼ 1 jxij; uijÞ¼ expðβi + γuijÞ
1 + expðβi + γuijÞ

; (1)

and Pr(Zij = 0 | xij, uij) = 1− Pr(Zij = 1 | xij, uij).

8 For 0≤ uij≤ 1, Wang and Krieger (2006) show that for matched pairs, ni = 2, the values of uij that
maximize the null distribution of the test statistic are uij = 0 or 1. Thus, for matched pairs, assuming that uij is
binary is just as conservative as assuming 0≤ uij≤ 1. The restriction that 0≤ uij≤ 1 is just a restriction on the
scale of the unobserved covariate, a restriction needed if the numerical scale on the sensitivity parameters γ and δ
is to have any meaning (Rosenbaum 2002, 109). Small et al. (2009, 208–9) show a result related to that of Wang
and Krieger (2006): that for matched sets with three subjects, ni = 3, the values of uij that maximize the null
distribution of the test statistics are uij = 0 or 1. Further, Small et al. (2009) conjecture that this result holds for
sets of any size.
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Assume further that in the population, letting ζi(uij) be a normalizing constant and κi(r) an
unknown function,

PrðrCij ¼ r jxij; uijÞ¼ expfζiðuijÞ + κiðrÞ + δruijg: (2)

Any number of outcome models, including the logit, multinomial logit, Poisson, normal, and
gamma can be written in the form of (2) (see Gastwirth, Krieger and Rosenbaum 1998, 909).
Note that βi and κi vary with i because they are functions of xi.

The most directly relevant implications of this model are as follows. First, Γ≡ eγ is, for any
pair of observations with the same values of the observed covariates, but with different values of
the confounder, the maximum ratio of the odds that one is treated, to the odds that the other is
treated (e.g., Rosenbaum 2002, 106–9). Also, if responses are binary, Δ≡ eδ is, for any pair of
observations with the same values of the observed covariates, but with different values of the
confounder, the maximum ratio of that odds that one has higher response, to the odds that
the other has the higher response. If responses are not binary, and one unit has response r and
the other r*> r, the maximum ratio is e(r*− r)δ (see the discussion in Gastwirth, Krieger and
Rosenbaum 1998, 909–10, 916).

Simultaneous Sensitivity Analysis After Full Matching

Our ultimate quantity of interest is the maximum probability of obtaining the observed test
statistic T = t(Z, rC) = ZTq under the null, for specified γ and δ. In other words—given a
hypothesized confounder—we seek the maximum probability that we would obtain a test
statistic associated with the treatment effect that is at least as large as the one present in the
observational data, even if in fact the treatment has zero effect on the outcome. The key step in
approximating this probability is finding, for each stratum i, the values of the confounder uij that
maximize μi, the expectation of the test statistic’s null distribution (Gastwirth, Krieger and
Rosenbaum 2000; Small et al. 2009). (When more than one possible ui maximizes μi, then—of
such ui—the one that maximizes σ2i , the variance of the null distribution, is used in
approximating the maximum probability (for theoretical justification, see Gastwirth, Krieger
and Rosenbaum 2000, sec. 4).) A formal presentation of the approximation, from Small et al.
(2009, 205–6), is given in the Appendix.

AN APPLICATION: ORAL ARGUMENT QUALITY AND SUPREME COURT JUSTICE VOTING

As an application, we use simultaneous sensitivity analysis to reexamine the relationship
between quality of oral argument and Supreme Court justice voting. Johnson, Wahlbeck and
Spriggs (2006) recently demonstrated a statistical relationship between oral argument quality
and justice vote choice. This finding was contrary to the (then-)conventional wisdom that
largely dismissed the influence of oral arguments on judicial behavior. Given the relatively
limited role of legal argumentation in theories of Supreme Court decision making, this result has
led many scholars of judicial politics to substantially reevaluate how they approach the study of
judicial behavior and has spurred an active line of research, including examinations of how oral
arguments reflect justices’ emotions (Black et al. 2011), indicate issue salience (Black, Sorenson
and Johnson 2013), and influence coalition formation (Black, Johnson and Wedeking 2012).

Johnson, Wahlbeck and Spriggs (2006) demonstrates this relationship by making use of
novel data: oral argument “grades” assigned by Justice Harry Blackmun. Throughout his tenure
on the Supreme Court, Justice Blackmun assigned each attorney presenting oral arguments
either a numeric or letter grade. These grades, Johnson, Wahlbeck and Spriggs (2006, 100, 111)
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explains, offer unique insight into Justice Blackmun’s substantive evaluation of the quality of
the oral argument presented by each attorney. After standardizing these grades onto a common
metric, the authors create an “oral argument grade” measure by subtracting the appellees’s
standardized grade from the appellant’s (for additional details concerning the Blackmun grades,
see Johnson, Wahlbeck and Spriggs 2006, 104). The authors then include this measure,
along with a host of control variables, in a regression model predicting the likelihood of a
party’s victory before the Court. The results indicate that parties represented by attorneys
receiving relatively “better” oral argument grades were significantly more likely to win in the
final vote.

Johnson, Wahlbeck and Spriggs (2006, 100, 111) invites the reader to infer a causal effect
from the statistical relationships presented. (In particular: “this analysis is the first study to
demonstrate a causal relationship between oral arguments and justices’ votes [… and offers]
systematic evidence of exactly how justices evaluate these arguments and whether they directly
influence decisions” (Johnson, Wahlbeck and Spriggs 2006, 100).) However, as we have
suggested above, statistical relationships consistent with causal effects do not imply them. To
assert that the quality of an attorney’s relative oral argument presentation affects justice votes,
we, at a minimum, must address the threat posed by an unobserved covariate that affects both
relative oral argument quality and justice voting.9 We now assess the extent of this threat with
simultaneous sensitivity analysis.

The specific steps are as follows. First, we discuss the basic design of our observational
study, and then explain and justify our approach to matching. After evaluating balance (and
finding it satisfactory), we present a series of sensitivity analyses based on the matched data.

Data

Treatment. We are interested in comparing cases similar in terms of observed characteristics,
but differing in terms of parties’ relative oral argument quality. We therefore define the
following treatment and control groups. In every analysis we present, the control cases are those
in which the plaintiff and the respondent attorneys had the same oral argument grade. In one set
of analyses, we consider the treated group to be the cases in which the petitioner’s attorney had
the better oral argument. In the other, we consider the cases in which the respondent’s attorney
had the better oral argument to be the treated group. To compactly refer to these analyses, we
write “petitioner-better” and “respondent-better,” respectively.

We further consider three thresholds for categorization as a treated case. According to the
first, any case in which the petitioner (respondent) had a better argument grades is considered
treated. Per the second, only cases in which grades differed by at least a half of a standard
deviation are considered treated (and cases with smaller, but non-zero, differences are dropped).
According to the third, only cases in which the difference in grades was at least 1 SD are
considered treated. In short hand, we will call these analyses, respectively, “positive-difference,”
“medium-difference,” and “large-difference.”

Response. The response (dependent variable) is the proportion of votes in favor of the party
with the better oral argument. That is, in the petitioner-better analyses, the response is the
proportion of votes in favor of the petitioner. In the respondent-better analyses, the response is

9 Johnson, Wahlbeck and Spriggs (2006, 108) do recognize, but ultimately dismiss, one potentially con-
founding variable—better “case facts”—as such a threat. Yet, the danger of confounding remains, as subsequent
commentary has recognized (see Sides and Lax 2012).
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the proportion of votes in favor of respondent. Thus, treated cases are expected to have greater
responses than controls.

Observed covariates. We consider the set of covariates in the second column of table 3 in
Johnson, Wahlbeck and Spriggs (2006, 109), with one exception. Because we conduct a court-
level—not a justice-level—analysis, instead of the justice-level Ideological Compatibility with
Appellant, we balance on Court Median Ideology—as measured by the median justice’s Martin
and Quinn (2002) score—and whether there was a Liberal Decision Below (Spaeth 2007).

Matching

We use full matching, matching cases—within propensity score calipers—on the Mahalanobis
distance, with the optmatch package for R (Hansen and Klopfer 2006).10 In constructing the
matched sets, we are mindful of two, potentially competing, considerations: not discarding data,
and achieving good balance on observed covariates between the control and treated groups. To
these ends, we specify two ways of constructing matched sets.

Matching Specification 1. The first specification emphasizes matching all observations. The
caliper is one-fifth of the standard deviation of the propensity scores. If two observations’
propensity scores differ by more than this amount, a large penalty (1000) is added to the
Mahalanobis distance between the observations (e.g., Small et al. 2009, 207). In practice, this
means that any treated observation can be matched to any control observation, but observations
whose propensity scores differ by more than the caliper will be matched only if no match within
the caliper is feasible, given the constraints of the problem. Following the recommendation in
Hansen (2004, 614), we use a thinning cap of 1/2 and a thickening cap of 2: informally, we
allow “the number of treated subjects divided by the number of controls [to range in a set] from
about half up to about twice what that ratio is in the sample as a whole.”

Matching Specification 2. The second specification favors better balance, at the cost of
discarding observations. Again, a penalty is added to the Mahalanobis distance between two
observations that differ in propensity scores by more than one-fifth of the standard deviation.
However, matches between two observations that differ in propensity score by more than
three-tenths of the standard deviation are absolutely barred (for a similar approach, see Haviland
et al. 2008).11 As well, we impose a weak common support requirement, such that any treated
observation with a greater propensity score than the control with the greatest propensity score,
and any control with a smaller propensity score than the treated observation with the smallest
propensity score, is dropped from the analysis. Lastly, we relax the restriction on the sizes of
matched sets, allowing up to eight observations in a matched set.

Balance. Balance on observed covariates is evaluated in the supplementary material; we use
the R package RITools (Hansen and Bowers 2008; Bowers, Fredrickson and Hansen 2010;
Koenker and Ng 2012). We report two statistics for each covariate, pre- and post-matching: the

10 This is a standard approach in the literature (see e.g., Rosenbaum 2010, 163–86). If x is the matrix of
covariate values, and Σ̂ the sample covariance matrix of x, the Mahalanobis distance between observations j and
k is ðxj�xkÞT Σ̂�1ðxj�xkÞ (e.g., Rosenbaum 2010, 170). To calculate the Mahalanobis distance between cases, we
use the Mahascores package for Stata (Kantor n.d.). The propensity score is defined as the predicted probability
of being in the treated group, based on a logit regression of treatment status on observed covariates, including
linear terms for all covariates and quadratic terms for Complexity and Experience.

11 Formally, this is done by setting the Mahalanobis distance between such observations to ∞.
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standardized difference of means and a p-value associated with a randomization inference-based
test for conditional independence of treatment status and the covariate within a matched set.12

Referring the reader to the supplementary material for details, we make a few observations.
Every full matching does a credible job of improving balance. However (as expected), balance
is better for the set of matchings in Specification 2 (where we are not constrained to keep all
observations). Under Specification 2, every covariate in every analysis (i.e., petitioner-better,
respondent-better, positive-, medium-, and large-difference) is balanced, according to conven-
tional interpretations of our balance statistics. Under Specification 1, post-matching balance
tends to be marginal for at least one covariate; in particular, US Appellant, US Appellee,
SG Appellant, SG Appellee, and Relative Experience are occasionally problematic.

Sensitivity Analysis

Having constructed matched sets, we conduct a series of simultaneous sensitivity analyses
(Small et al. 2009). In particular, we are interested in the maximum probability of obtaining the
observed test statistic ZTq, given that the null hypothesis of no treatment effect holds, for
specified levels of unobserved confounding. Here, ZTq is a version of the Hodges–Lehmann test
statistic that is constructed by taking the sum of the aligned ranks for each treated observation’s
response, and dividing this sum by half the maximum of the aligned ranks (Small et al. 2009,
208).13 Defining ZTq in this way, and replacing each response with its aligned rank for the
purposes of the sensitivity analysis, allows for a convenient interpretation of the sensitivity
parameter Δ = exp(δ) (Small et al. 2009, 208).14 In particular, Δ can be interpreted as the
maximum factor increase in the odds that, for a typical treatment-control pair of observations in
the same matched set, the observation with the greater value of the unobserved covariate uij also
has the higher response rCij. For example, a hypothesized confounder that, in a typical pair of
observations, doubled the odds of having a greater response would correspond to Δ = 2.15 We
interpret Γ = exp(γ) as the maximum factor by which odds of assignment to treatment can vary
for any two observations in a matched set. For example, a confounder that tripled the odds of
being treated would correspond to Γ = 3.

12 Pre-matching, “the standardized difference of covariate means is the mean in the treatment group minus the
mean in the control group, divided by the sd (standard deviation) in the same variable estimated by pooling
treatment and control group sds on the same variable (Bowers, Fredrickson and Hansen 2010, 7).” After
matching, “the denominator of the standardized difference remains the same but the numerator is a weighted
average of within-stratum differences in means on the covariate (Bowers, Fredrickson and Hansen 2010, 7).”
Following Hansen and Bowers (2008, 12), we weight each set in proportion to the harmonic mean of the number
of treated and control cases in the set. Standardized differences smaller than 0.2 (e.g., Haviland et al. 2008) or
0.25 (e.g., Stuart and Green 2008) are routinely taken to indicate acceptable balance. Calculation of the
randomization inference-based p-value involves the construction of a null distribution by randomly permuting
treatment assignment for all observations (pre-matching) or within matched sets (post-matching); then, the
observed unstandardized difference of covariate means is compared with the differences of means under this null
distribution (Bowers, Fredrickson and Hansen 2010, 8). In our application, the two statistics usually, but not
always, lead to the same inference about covariate balance.

13 An aligned rank is calculated by subtracting from each observation’s response the mean response in the
matched set containing the observation, and ranking the residuals (Lehmann 1975).

14 Formally, using the notation from fourth section, we replace each rij with its aligned rank, divide each rank
by half the maximum of the ranks, and let q be the identity function, so that ZTq(r, m) is the sum, over all treated
observations, of this modified aligned rank (Small et al. 2009, 208). On the merits of this approach, see also
Gastwirth, Krieger and Rosenbaum (1998, 915–6).

15 A “typical” pair of observations entails one observation with response at the 25th percentile of responses,
and the other with the response at the 75th percentile of responses; thus, their difference in responses is “typical”
(Small et al. 2009, 208).
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We implement Small et al.’s (2009) sensitivity analysis in arsimsens, our user-written
program for Stata (included with the replication materials).16 Tables 1–3 present the results of
the petitioner-better analyses for Matching Specification 2, for a range of Γ and Δ; the other
analyses are relegated to Supplemental Tables 7–15 in the supplementary material. For each
combination of Γ and Δ, the tables give a p-value: the maximum probability that the null holds,
given the specified Γ and Δ. We highlight some key trends. For most specifications, the
inference of a non-zero effect is sensitive to an unobserved confounder, even one that has only a
weak-to-moderate relationship to both oral argument quality and Court voting. Generally, we
can be more confident in the inference that oral argument has an effect when it is the petitioner
who has the stronger oral argument. In particular, as Table 3 shows, if we compare only cases in
which the petitioner had a much better argument than the respondent to cases where the parties’
oral arguments were of equal quality, the inference that oral arguments—in this subset of cases—
affected justice voting is fairly robust. Nonetheless, even this inference would be sensitive to an
unobserved confounder that has either (1) a moderately strong relationship to oral arguments and
a very strong relationship to justice voting or (2) a very strong relationship to oral arguments and a
moderate relationship to justice voting. (For example, p> 0.05 for Γ = ∞, Δ = 1.5, and for
Γ = 1.5, Δ = ∞.)

TABLE 1 Simultaneous Sensitivity Analysis for Selected Values of Δ and Γ, Matching
Specification 2

Γ Δ = 1 Δ = 1.1 Δ = 1.2 Δ = 1.5 Δ = 2 Δ = 2.5 Δ = 3 Δ = ∞

1 0.0966 0.0966 0.0966 0.0966 0.0966 0.0966 0.0966 0.0966
1.1 0.0966 0.1002 0.1037 0.1127 0.1241 0.1324 0.1386 0.1823
1.2 0.0966 0.1037 0.1105 0.1289 0.1536 0.1722 0.1864 0.2917
1.5 0.0966 0.1128 0.1292 0.1770 0.2470 0.3025 0.3455 0.6435
2 0.0966 0.1250 0.1555 0.2507 0.3954 0.5064 0.5872 0.9400
2.5 0.0966 0.1345 0.1768 0.3139 0.5170 0.6594 0.7518 0.9937
3 0.0966 0.1421 0.1944 0.3668 0.6117 0.7642 0.8515 0.9995
∞ 0.0966 0.2175 0.3790 0.8167 0.9937 0.9999 1 1

Note: petitioner-better, positive-difference cases are considered treated; balance is evaluated in Supplemental
Table 1. See text for details.

TABLE 2 Simultaneous Sensitivity Analysis for Selected Values of Δ and Γ, Matching
Specification 2

Γ Δ = 1 Δ = 1.1 Δ = 1.2 Δ = 1.5 Δ = 2 Δ = 2.5 Δ = 3 Δ = ∞

1 0.0914 0.0914 0.0914 0.0914 0.0914 0.0914 0.0914 0.0914
1.1 0.0914 0.0950 0.0984 0.1071 0.1179 0.1256 0.1313 0.1706
1.2 0.0914 0.0984 0.1051 0.1229 0.1462 0.1635 0.1765 0.2719
1.5 0.0914 0.1073 0.1233 0.1697 0.2364 0.2886 0.3287 0.6079
2 0.0914 0.1191 0.1487 0.2415 0.3811 0.4873 0.5646 0.9214
2.5 0.0914 0.1282 0.1691 0.3026 0.5010 0.6394 0.7302 0.9895
3 0.0914 0.1353 0.1858 0.3534 0.5937 0.7456 0.8338 0.9989
∞ 0.0914 0.2035 0.3544 0.7860 0.9900 0.9998 1 1

Note: petitioner-better, medium-difference cases are considered treated; balance is evaluated in Supplemental
Table 2. See text for details.

16 For detailed description, see Lempert (2015).
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How might one assess whether a particular combination of Γ and Δ is plausible? Given the
nature of confounding, direct empirical assessment will not be available. Rather, theory- and
subject-specific knowledge (Does the literature suggest the presence of a relevant unmeasured
covariate?) is required; ideally, this can be supplemented with indirect empirical tests used to
give some sense of a confounder’s characteristics. Continuing with the case of oral arguments,
we next suggest how such an inquiry could proceed, examining a possible confounder
theoretically and empirically.

EVALUATING THE CONFOUNDER: THEORY AND EVIDENCE

The results of our sensitivity analysis prompt two broad questions. First: What could be a
confounder? Below, we offer an some theoretically informed speculation, based on our reading
of existing scholarship on judicial decision making, that legal quality is a candidate confounder.
Second: Can we detect the presence of a confounder that threatens inference about the effect of
oral arguments? We do so by presenting two empirical tests suggesting an affirmative answer.

It is crucial to distinguish between the means by which we address these questions. Our
empirical tests will show that a confounder exists, but can say nothing about what the
confounder is. We rely on a review of relevant literature to make a theoretical case for legal
quality as an intuitively plausible confounder, but our argument is only speculative. We must be
clear that we are in no position to make causal claims about legal quality.17

Theoretical Expectations

Dominant theories of judicial behavior agree that Supreme Court justices are motivated by their
policy preferences when casting votes (Rohde and Spaeth 1976; Segal and Spaeth 1993; Epstein
and Knight 1998; Maltzman, Spriggs and Wahlbeck 2000; Segal and Spaeth 2002). According
to these perspectives, legal factors—which represent the unique considerations associated with
the jurisprudential nature of judicial decision making—play at most a minor role in constraining
the choices of justices (for discussion, see Segal and Spaeth 2002, 92–6). But as noted above, a
recently resurgent literature in the field of judicial politics examines the possible influence these

TABLE 3 Simultaneous Sensitivity Analysis for Selected Values of Δ and Γ, Matching
Specification 2

Γ Δ = 1 Δ = 1.1 Δ = 1.2 Δ = 1.5 Δ = 2 Δ = 2.5 Δ = 3 Δ = ∞

1 0.0027 0.0027 0.0027 0.0027 0.0027 0.0027 0.0027 0.0027
1.1 0.0027 0.0029 0.0030 0.0033 0.0038 0.0042 0.0044 0.0067
1.2 0.0027 0.0030 0.0033 0.0040 0.0051 0.0060 0.0068 0.0139
1.5 0.0027 0.0034 0.0040 0.0063 0.0103 0.0143 0.0179 0.0663
2 0.0027 0.0039 0.0052 0.0106 0.0226 0.0362 0.0497 0.2663
2.5 0.0027 0.0043 0.0063 0.0153 0.0380 0.0655 0.0938 0.5198
3 0.0027 0.0046 0.0072 0.0199 0.0549 0.0990 0.1448 0.7261
∞ 0.0027 0.0087 0.0217 0.1296 0.4967 0.8046 0.9425 1

Note: petitioner-better, large-difference cases are considered treated; balance is evaluated in Supplemental Table
3. See text for details.

17 The nebulous status of the confounder will be typical in studies in which sensitivity analysis is useful. After
all, the only convincing way to show the presence of a specific confounder is to validly measure it and adjust for
it—at which point it of course ceases to be a confounder, thereby vitiating the need for a sensitivity analysis.
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legal factors (oral arguments among them) on Supreme Court decision making (Gillman 2001;
Richards and Kritzer 2002; Friedman 2005; Bailey and Maltzman 2008; Hansford and Spriggs
2008; Bartels 2009; Lax and Rader 2010; Bailey and Maltzman 2011).

As difficult as it is to evaluate whether legal factors matter for Supreme Court decision
making (Segal and Spaeth 2002, 48–53), assessing how legal factors matter poses a distinct set
of complications. To effectively address either of these questions, it is important to distinguish
conceptually between the different types of legal factors. Our theoretical framework is inspired
by discussion in Baum (1997, 72–6), which considers legal influence in general, and offers
some guidance in distinguishing between legal factors. Our framework examines, in turn, three
types of legal factors: legal doctrine, case facts, and legal argumentation.18

The possible influence of legal doctrine is an outgrowth of the common law nature of the
American legal system. In such a system, policy develops not only through legislation but
through the aggregation of judicial decisions. This process creates a corpus juris that evolves
slowly and is fundamentally resistant to radical change (Stone 1936). Judges operating within
this type of legal system are therefore expected to demonstrate strict fidelity to legal precedents.
Scholars attempting to verify the influence of legal doctrine have examined a number of
potential mechanisms, including jurisprudential regimes (Richards and Kritzer 2002, but see
Lax and Rader 2010), precedent (Spaeth and Segal 1999; Bailey and Maltzman 2008; Hansford
and Spriggs 2008; Bartels 2009; Bailey and Maltzman 2011) and theories of constitutional
interpretation (Howard and Segal 2002).

A related, but distinct, set of legal factors stem from the nature of the case itself. Case facts
are not the result of choices made by judges or the parties to the case; rather, they are the
independent set of facts that existed before the dispute rose to the status of a legal challenge.
Scholars have examined the possible influence of case facts in a variety of circumstances, such
search and seizure (Segal 1984),19 the death penalty (George and Epstein 1992), establishment
of religion (Ignagni 1994), and obscenity (McGuire 1990). Legal doctrine is frequently
dependent on case facts. Most legal doctrines compel future judges to approach different fact
situations through the lens of a test or rule laid down in a previous decision(s). Therefore, while
conceptually distinct, legal doctrine and case facts are typically dependent on one another.

The final set of legal factors, legal argumentation, describes the possible influence of external
players on the choices of judges. Legal argumentation is distinct from both case facts and legal
doctrine. While the latter two are a function—at least in part—of the case itself, the former is
entirely a function of the advocates before the court. The effect of legal argumentation
can be observed when advocates, presenting case facts and legal doctrine in a manner favorable
to their preferred outcome, persuade a court previously disinclined to adopt that preferred
outcome to do so. There are a variety of opportunities for this type of persuasion, and scholars
have examined how considerations like lawyer experience (Galanter 1974; McGuire 1995;

18 Baum (1997), in his discussion of legal factors, examines “precedent” (72), “legal arguments” (74), and
“case facts” (75) separately. His conceptualization of case facts is identical to what we present here. While he
focuses specifically on precedent, precedent represents one component of the broader concept of legal doctrine.
And while his discussion of “legal arguments” is specific to the types of arguments made by justices, we believe
the logic generalizes to the types of arguments made by parties (both direct and indirect) to the case. Therefore,
while Baum’s discussion does not mirror ours exactly, we believe it provides a useful framework upon which
to build.

19 Segal (see Segal and Spaeth 2002, 314–20) argues that a case fact-based analysis is entirely consistent with
attitudinal voting and therefore should not be characterized as definitive evidence of a “legal” influence.
However, scholars who suggest that the law operates differently than a mere external constraint argue that results
of case fact analyses are more consistent with a “legal” influence on judicial behavior (e.g., Gillman 2001, 473).

44 BUDZIAK AND LEMPERT

D
ow

nl
oa

de
d 

fr
om

 h
tt

ps
://

w
w

w
.c

am
br

id
ge

.o
rg

/c
or

e.
 IP

 a
dd

re
ss

: 6
9.

20
1.

29
.8

6,
 o

n 
04

 M
ay

 2
01

8 
at

 1
4:

45
:2

1,
 s

ub
je

ct
 to

 th
e 

Ca
m

br
id

ge
 C

or
e 

te
rm

s 
of

 u
se

, a
va

ila
bl

e 
at

 h
tt

ps
://

w
w

w
.c

am
br

id
ge

.o
rg

/c
or

e/
te

rm
s.

 h
tt

ps
://

do
i.o

rg
/1

0.
10

17
/p

sr
m

.2
01

5.
74

https://www.cambridge.org/core
https://www.cambridge.org/core/terms
https://doi.org/10.1017/psrm.2015.74


McAtee and McGuire 2007), briefs on the merits (Corley 2008; Wedeking 2010), on petition for
certiorari, and as amici (Spriggs and Wahlbeck 1997; Collins 2004; Corley 2008), influence the
decision-making process. Clearly, oral arguments (Johnson 2001; Johnson 2004; Johnson,
Wahlbeck and Spriggs 2006) fall in the category of legal argumentation as well—thus, we can
think of oral arguments as one element of one set (legal argumentation) of legal factors.

We urge that scholars examining the influence of legal factors (either generally or specifically)
consider their potentially interdependent nature. If certain (or even most or all) legal factors are
inherently inseparable, this presents a (potentially unsolvable) challenge for drawing casual
inferences concerning the unique influence of a single factor. (This threat looms especially
large, of course, when not all relevant factors can be measured.) We suggest that the extent
to which one party has a more viable legal position is unlikely to be driven by any one legal
factor alone. One might reasonably expect that the individual elements of legal argumentation
(e.g., oral arguments, merits briefs, cert briefs) are at least moderately associated with one
another. And because legal argumentation is dependent on case facts and governing legal
doctrine, it may well be that evaluations of oral argument quality will be related to an
evaluations of the overall legal quality of the party’s position.20 Assuming we are right about
this, it is useful to conceptualize legal quality as lying in the intersection of a set of closely
related legal factors.

The relationship between legal quality and justice voting should be weaker than the
relationship between oral arguments and legal quality. Many theories of Supreme Court
decision making allow for the possibility that legal factors could influence judicial choices.
In perhaps the most famous formulation, Gibson notes that “judges’ decisions are a function of
what they prefer to do, tempered by what they think they out to do, but constrained by what they
perceive is feasible to do” (1983, 9). Legal factors are theorized to potentially limit the choices
justices make, either because they believe that legal factors compel them to behave in a certain
manner or constrain them in pursuing their policy goals.21

The above discussion is inherently speculative in nature. We must emphasize again that
theory, by itself, can never definitively answer whether a confounder is present, and if so, what
that confounder is. But theory is nonetheless useful (perhaps even necessary) for interpreting the
results of a sensitivity analysis—that is, assessing whether a confounder with the characteristics
that, according to the sensitivity analysis, threaten inference is likely to exist. In our application,
we will be able to present ancillary empirical tests that indicate the presence of a confounder and
give some sense of its characteristics. But such an exercise will not always be possible, and
it is then, especially, that subject-specific theory becomes indispensable for evaluating the
confounding threat.

A Test at the Certiorari Stage

Our first test designed to probe for a confounder begins in what is, at first glance, an unlikely
place: the agenda-setting stage of the judicial decision-making process. The certiorari (cert) vote
affords a critical test for the independence of oral arguments from legal quality (or some other

20 The example of search and seizure is instructive. The well-demonstrated importance of case facts (Segal
1984) for search and seizure cases exists because the Court has established a set of legal doctrines that are heavily
fact-dependent. Participants (as parties or as amici) attempt to persuade the Court to apply a legal doctrine
favorable to their preferred outcome based on the facts of the case.

21 It should be noted that many theorists of judicial behavior question just how constraining legal factors are in
practice, particularly in light of the unique institutional position of the Court, which seems to allow for justices to
pursue policy preferences nearly unconstrained (Segal and Spaeth 2002, 92–6).
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factor observable to the justices at the agenda-setting stage). This is because of the temporal
ordering of the events—cert voting occurs before oral arguments. Therefore, if oral argument
grades are truly independent of all potential confounders—including other unmeasured legal
factors—there should be no relationship between the grades and the likelihood of a justice
voting to grant cert. However, if oral argument grades are confounded, we may observe such a
relationship at the agenda-setting stage.

Data and measurement. To test our hypotheses, we analyze individual justice cert and jur-
isdictional votes in cases heard by the Burger Court (1970–1985), for which oral argument
grades are publicly available.22 Our dependent variable is whether a justice votes to hear a case
(= 1) or not (= 0). The key independent variable is oral argument grade. When the petitioner
receives a higher score than the respondent, we expect the justices to be more likely to vote for a
grant (i.e., in favor of the petitioner). If our intuition is correct, oral argument grade should be
positively signed.

We include a number of other variables that have been demonstrated in the agenda-setting
literature to influence certiorari voting (Caldeira and Wright 1988; Caldeira, Wright and Zorn
1999). All of the variables, unless otherwise noted, are drawn from the Expanded Burger Court
Judicial Database (Spaeth 2007). Several variables stem from the actions of the lower courts.
These include Conflict, which takes the value of one if the Court reported to hear a case to resolve
a conflict between or among circuits, Unconstitutional, which takes the value of one if a city,
state, or federal law was declared unconstitutional by any court below, Intermediate Reversal,
which takes the value of one if the court being reviewed by the Supreme Court reversed a lower
court decision and Dissent, which takes the value of one when the Supreme Court noted a dissent
in the court whose decision it reviewed. Variables capturing characteristics of legal parties have
also been demonstrated to affect cert voting. These include US Petitioner, which takes the value
of one if the appellant was the US government and Amicus Brief, which is coded one if at least a
single amicus brief was filed in a court below. Further, we control for case characteristics.
Specifically, as there have been suggestions that civil liberties cases may be more likely to be
heard (Tanenhaus et al. 1963; Caldeira, Wright and Zorn 1999), we include a variable that
indicates whether a case involves Civil Liberties. Finally, we include a control variable that
accounts for a justice’s ideological relationship to the parties. We follow the modification of
Martin and Quinn (2002) (MQ) scores made by Johnson, Wahlbeck and Spriggs (2006). MQ
scores are a vote-based ideal point estimate scaled so that the mean score is near 0, and the more
conservative a justice, the higher his score. We rescale these scores to indicate Ideological Affinity
with the petitioner: for conservative lower court decisions (where the petitioner presumably seeks
a liberal outcome at the Supreme Court), we take the negative of each justice’s MQ score, and for
conservative lower decisions, we utilize the unmodified MQ score.23 Because the dependent

22 We are limited to this period because data on certiorari votes are not available after the end of the Burger
Court. A further limitation, of course, is that oral argument grades exist only for cases receiving the necessary
number of votes to be granted. This restricts the size of our sample, and limits our ability to generalize about the
Court’s agenda-setting, but this limitation is unavoidable, and does not bear on the results that are relevant for the
present purposes.

23 Note that this operationalization assumes that the more conservative a justice is, the more likely he is to vote
to hear a liberal lower court decision, and the less likely he is to vote to review all conservative lower court
decisions. This probably oversimplifies the ideological considerations at play, for at least two reasons. First,
justices may behave strategically at the cert stage, violating the sincerity assumption implicit in the variable
(Caldeira, Wright and Zorn 1999). Second, the unidimensional Martin and Quinn scores may not capture the
relevant ideological dimension for all cases to come before the Court.
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variable is dichotomous, logistic regression (logit) techniques are employed. To account for
possible non-independence of errors, standard errors are clustered by justice.

Results. The maximum likelihood estimates from a logit model predicting individual justices’
votes to hear a case are presented in Table 4.24 Most of the control variables behave as expected.
Most importantly, oral argument grade is positively signed and statistically significant. All
things being equal, justices are more likely to vote to grant a petition for cert when the attorney
for the petitioner ultimately earns a higher grade in oral argument than the attorney for the
respondent. Although the association is relatively modest when a justice and the petitioner are
ideologically aligned, when a justice is only “somewhat close” or “very far” from the petitioner,
changing the relative oral argument grade from its minimum to its maximum is associated with
a 20 percentage points increase in the likelihood of a vote to grant. The result is robust to a
number of model specifications. Even if we add to our baseline model the full suite of control
variables from Johnson, Wahlbeck and Spriggs (2006, 109) designed to control for lawyer
quality, the relationship remains.

How should we interpret the demonstration of a significant relationship between oral
argument grades and the decision to grant cert? Plainly, it cannot be oral argument performance
that affects the cert vote. Rather, the results can only be explained by the existence of a
confounder that is significantly associated with oral arguments and observable to the
justices before the cert vote. Thus, we think that legal quality remains a plausible candidate

TABLE 4 Relationship Between Oral Argument Grade and Justice
Cert Voting

Covariates Coefficient

Oral argument grade 0.125***
(0.038)

Conflict 0.102
(0.126)

Unconstitutional 0.713*
(0.286)

Ideological affinity 0.293***
(0.038)

Intermediate reversal − 0.074
(0.130)

Civil liberties − 0.240
(0.070)

US petitioner 0.315*
(0.146)

Amicus brief 0.233
(0.125)

Dissent − 0.233
(0.091)

Constant 0.892
(0.152)

Note: dependent variable: Did justice vote to hear case? (1 = yes). Logit coefficients;
standard errors in parentheses, clustered on justice. N = 2843.
*p< 0.05, **p< 0.01, ***p< 0.001.

24 We utilize a more conventional, and simpler, regression technique in this analysis because here, we are not
interested in the sensitivity of a casual inference. To the contrary, because oral arguments take place after the vote
on cert, we are certain the two are not causally related.
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confounder: cases in which the petitioner occupies the preferable legal position are more likely
to be granted cert, and the strength of the parties’ respective legal positions is known to the
justices before cert voting. We hasten to add, though, that all the empirics show here is that a
confounder observable to justices at the cert stage exists.

As relevant to our sensitivity analyses, we thus draw the following conclusions. There is an
unobserved confounder that is—at least—substantially related to oral argument quality;
moreover, this confounder has an appreciable impact on voting. And though this test shows the
relationship between the confounder and cert voting, not merits voting, the association between
these two sets of votes has been well demonstrated (see e.g., Caldeira, Wright and Zorn 1999).
In the next section, we explore further the relationship between the confounder and oral
arguments, presenting a test that suggests that this relationship is very strong indeed.

A Test Comparing Two Votes at the Merits Stage

What can we say about the structure of the relationship between oral argument grades and our
confounder? We proceed by comparing two stages of merits voting: the justices’ preliminary,
conference vote on the merits and justices’ final, report vote on the merits. Here, we hypothesize
that if oral arguments are appreciably distinct from our confounder (say, legal quality) oral
argument grades should have a greater impact on the conference vote than on the final report
vote. The logic is straightforward. Psychologists have long demonstrated (Ebbinghaus 1913) a
strong correlation between memory and recency of exposure to information. Because oral
argument occurs at a fixed point in time, its impact should be greatest at temporally proximate
stages of the decision-making process (the conference vote) and fade overtime (the report vote).
On the other hand, if the effect of oral argument is strongly confounded with that of legal
quality or some other factor that consistently influences justices throughout the period between
the two votes, we would expect the strength of the correlation between oral argument grade and
voting to remain similar in the conference and final votes.

Data and measurement. To test this hypothesis, we estimate separate logit models predicting
conference votes and final report votes. In addition to oral argument grade, we include the
control variables specified by Johnson, Wahlbeck and Spriggs (2006, table 1, column 2) in their
original model of oral argument influence on merits votes.

Results. Column 1 of Supplemental Table 16, in the supplementary material, presents the
results for votes cast at conference, and Column 2, the results for the final, report vote. The
results are quite similar across both models. Oral argument grades correlate with merits votes
both at the conference and report vote stages. However, we are chiefly interested in the
substantive magnitude of the (putative) effect of oral argument grade. If the effect of oral
argument grade on the probability of voting for the petitioner is appreciably stronger in the
conference vote model, this would offer indirect evidence of the unique contribution of oral
arguments to the decision-making process. Thus, in Figure 2 we plot the relationship between
oral argument grades and the conference and report votes.25 Figure 2 suggests there is very little
appreciable difference in the impact across votes. The slopes of the predicted probabilities as

25 The graphic is generated with spost13 (Long and Freese 2014). We set Complexity and Ideological Affinity
at their mean, set Washington Elite Appellant and Washington Elite Appellee at 1, and the remaining
variables at 0.
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they range from the minimum to the maximum values of oral argument grade are almost
perfectly parallel for the two votes.26

This result lends itself to two potential interpretations. First, it is theoretically possible that the
estimated impact is consistent across decision-making stages because the effect of oral argument
does not fade: it is not attenuated by the introduction of other influences on the process that are
likely to be consulted between the conference vote and the report vote. In practice, this seems
unlikely. At the latter stage, the effect of oral arguments should decrease as these arguments
fade from memory; and it is exactly between the two stages that the justices begin to bargain
over, persuade, and influence the votes of other justices (and the content of the majority
opinion).27 Scholars have consistently demonstrated that this collection of behaviors, frequently
described as “the collegial game,” exerts a substantial influence on the choices justices make
(Maltzman, Spriggs and Wahlbeck 2000). Throughout the game, justices can readily refer to
other potential influences, including the lower court opinions, merits and amicus briefs, and
legal argumentation made by other justices through inter-chamber memoranda. This should
attenuate the effect of oral argument.

A second, more likely, interpretation is that the putative effect of oral arguments is
confounded by some other factor prominently before the Court between votes. That is, the
observed consistency of the effect is driven not by the unique influence of oral arguments, but
the effect of a confounder strongly associated with oral argument grades. We again speculate
(but cannot prove) that legal quality is a plausible candidate confounder: a party who has the
better oral argument is also more likely to be defending a position of higher legal quality as

Fig. 2. Probability of voting to reverse, at conference, and at the final, report vote, as a function of oral
argument grade

26 For the report vote, the change in predicted probabilities over the range plotted is 0.597; for the
conference vote, 0.601. A more formal test for significance of the second difference, ΔΔ½PrðYÞ� ¼ ½PrðY j
Grade¼ 4:5; Vote¼ReportÞ�PrðY jGrade¼�4:5;Vote¼ReportÞ � � ½PrðY jGrade¼ 4:5;Vote¼ConferenceÞ
�PrðY jGrade¼ � 4:5;Vote¼ConferenceÞ� (see Berry, DeMeritt and Esarey 2010), as implemented in CLARIFY
(Tomz, Wittenberg and King 2003), gives a 95 percent confidence interval of [−0.142, 0.163].

27 It can be argued that this process actually occurs during oral argument (see Black, Johnson and Wedeking
2012). Even if this is correct, conventional understanding of the Court’s decision-making process suggest that the
greatest degree of interaction among the justices regarding the disposition occurs after oral argument rather than
beforehand.

Assessing Threats to Inference with Simultaneous Sensitivity Analysis 49

D
ow

nl
oa

de
d 

fr
om

 h
tt

ps
://

w
w

w
.c

am
br

id
ge

.o
rg

/c
or

e.
 IP

 a
dd

re
ss

: 6
9.

20
1.

29
.8

6,
 o

n 
04

 M
ay

 2
01

8 
at

 1
4:

45
:2

1,
 s

ub
je

ct
 to

 th
e 

Ca
m

br
id

ge
 C

or
e 

te
rm

s 
of

 u
se

, a
va

ila
bl

e 
at

 h
tt

ps
://

w
w

w
.c

am
br

id
ge

.o
rg

/c
or

e/
te

rm
s.

 h
tt

ps
://

do
i.o

rg
/1

0.
10

17
/p

sr
m

.2
01

5.
74

https://www.cambridge.org/core
https://www.cambridge.org/core/terms
https://doi.org/10.1017/psrm.2015.74


reflected in records, briefs, and memoranda. As justices refer to these documents, the inclination
to favor the party with stronger legal support is reinforced.

But whatever the confounder, we believe that our result here (that the impact of oral argument
grade essentially does not diminish between the two sets of merits votes) has clear implications
for the relationship between the confounder and oral argument grades: that the relationship
between two is very, very strong. In the language of our sensitivity analysis, it suggests a very
high value of Γ. And our sensitivity analysis has shown that, given such a relationship between
treatment and confounder, even a moderate relationship between the confounder and outcome
threatens inference.

Can Some Confounders be Ruled Out?

We have argued that the preceding analyses are at least not inconsistent with the interpretation
that legal quality is confounding the relationship between oral arguments and justice voting.
But, given the unobserved nature of confounders, we cannot make an empirical case for any
specific confounder. Acknowledging this reality, can we nonetheless narrow future inquiry by
ruling out some potential confounders?

The relationship between cert voting and oral argument grades implies that some of the
confounding is due to a variable, or variables, observable to justices before the cert vote. In
principle, the confounder could be any single legal factor (or other covariate) then observable to
the justices. But empirical assessment of the possibilities presents serious challenges. First,
consider legal doctrine: it exists before the cert stage, but developing a test for its unique
influence has proven difficult. Scholars have disagreed on the proper way to assess the
constraining influence of precedent (see the debate between Spaeth and Segal (1999) and
Gillman (2001)) or doctrine (see the debate among Bartels (2009), Richards and Kritzer (2002),
and Lax and Rader (2010)).28 A second potentially confounding legal factor that exists before
cert are the facts of the case itself. We attempted to specifically test the role of case facts by
examining whether oral argument grades would continue to predict final votes on the merits
once we controlled for case facts. To do so, we focused on our analysis exclusively on search
and seizure cases. We did so because of the well-developed case facts model Segal (1984)
created to predict votes on search and seizure cases. Unfortunately, oral argument grade fails to
predict final votes in this subset of cases before the inclusion of any case fact variables.
As a result, no significance can be imputed to a null finding for oral argument’s effects after
controlling for case facts, and so we are left unable to foreclose the possibility that case facts
could account for the confounding we observe. A final potential factor is legal argumentation,
which includes argumentation contained directly in the cert and reply briefs (and indirectly
reflected in lower court opinions) and lawyer quality (as reflected in the preparation of briefs
and the identity of the lawyers filing briefs). Because the relationship between oral argument
grades and cert voting is robust to inclusion of controls for lawyer quality, we believe that the
characteristics of the lawyers cannot be the confounder.

Thus, we are limited in what we can say about the factors that account for the confounding.
We cannot offer a conclusive series of tests eliminating legal doctrine, case facts, or alternative
forms of legal argumentation as factors individually responsible for the results. Indeed,
as we have noted, it is possible that a covariate heretofore uncontemplated by scholars is the
confounder.

28 One potential alternative is to assess the relevance of precedent in the manner developed in Hansford and
Spriggs (2008). This approach is beyond the scope of this analysis, but appears to be an avenue for future
research.
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Our case for thinking about the confounder as legal quality is essentially theoretical. We have
argued that the components of legal quality may well be closely inter-related. After all, it is
difficult to understand the relevance of case facts independent of the legal doctrine that
structures how they should be considered, just as it is difficult to consider the proper application
of legal doctrine in the absence of relevant case facts. And all of this has the potential to be
shaped by the manner through which it is presented to a court. If we are right, it is appropriate to
give consideration to legal quality as the confounder we have demonstrated. But no stronger
claim can be made until a measure of legal quality is developed, its effect is isolated by
adjusting for the other potentially relevant covariates, and that influence is found reasonably
robust to confounding.

CONCLUSION

To recap, we have introduced and then applied a method of sensitivity analysis to assess the
characteristics that a confounder would have to have, for it to threaten the inference that oral
arguments affect justice voting. Next, we made a theoretical case for legal quality as a candidate
confounder. We then presented two tests that indicated the presence of a confounder (plausibly,
our candidate confounder)—one that appears to influence the judicial decision-making process
both before “A Test at the Certiorari Stage section” and after “A Test Comparing Two Votes at
the Merits Stage section” oral arguments; more to the point, the tests suggested that the
relationship of this confounder to treatment and outcome are of a character that the sensitivity
analysis had indicated threaten inference.

Substantively, the nature of the confounding relationship we uncover makes drawing infer-
ences about the effect of oral arguments on justice voting problematic. Suppose momentarily,
for the sake of concreteness, that we are correct to speculate that legal quality is the confounder.
To validly conclude that oral arguments affect changes in justice votes, one must be confident
that justices are influenced significantly through oral arguments, instead of through the variety
of other mechanisms by which they may come to understand the parties’ relative legal quality.
Moreover, even if such a conclusion could be validly drawn, it leaves unaddressed what is,
arguably, the truly interesting counterfactual: would justice votes would be different if there
were no oral arguments? To show this counterfactual dependence, in addition to causality, (e.g.,
Hitchcock 2007) one must show that a justice would not be influenced by the legal quality of a
party’s position in the absence of oral arguments. Demonstrating this lack of influence would be
difficult, both theoretically and practically.29

In sum, given our empirical tests, we believe there is yet no warrant for the claim that oral
arguments affect justice votes, let alone the claim that the votes are counterfactually dependent
on oral arguments. But a door to further inquiry is opened. Identifying the confounder, perhaps
by operationalizing and disentangling heretofore unmeasured legal factors, will no doubt require
researchers to confront serious measurement and statistical challenges. But we anticipate that
the importance of this line of research will be commensurate with its difficulty.

Methodologically, we have introduced to the political science literature a method of
quantifying a putative causal effect’s sensitivity to unobserved confounding that is particularly
useful when an analyst has a reasoned basis for approximating the relationship between a

29 Theoretically, doing so requires analysis of an unobservable counterfactual. Practically, evidence, including
the results presented here, suggests that justices are influenced by components of legal quality (Collins 2004;
Corley 2008; Wedeking 2010). And even if we disregard this evidence, it is clear that the means for justices to
learn about legal quality are readily available.
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proposed confounder and the outcome of interest, and the confounder and the independent
variable of interest. We then proposed two indirect tests for assessing the strength of these
relationships; although our exact approach will not generalize to all similar problems, these tests
may serve to motivate appropriate exercises in other applications. It is worth emphasizing that
we went beyond the typical approach to sensitivity analysis, in that we actually attempted to
empirically assess characteristics of the confounder. Additionally, note that our application is
one that is particularly well suited for a sensitivity analysis: we have an unobserved confounder
we cannot measure—and thus cannot directly adjust for—but we can still say something about
the confounder’s strength of association with outcomes and (putative) causes of interest. In such
situations, a simultaneous sensitivity analysis has much to recommend it. But we encourage that
it be used to ensure that results are not fragile, even in cases where an unobserved confounder is
merely a theoretical or hypothetical concern.
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APPENDIX

The maximum probability of obtaining the observed test statistic, under the null, given confounding as
specified by the model for simultaneous sensitivity analysis (A Model for Simultaneous Sensitivity
Analysis section), is formally given as follows. Let mi be the number of treated units in set i, and
m = [m1,… , mI]

T. For any vector w, define Orb(w) as the set containing every vector that can be obtained
by permuting the coordinates of w. Let~rCi be the vector of rCi’s coordinates arranged in increasing order.
In set i, for k = 0,… , ni, define ~uk as the vector with k zeros followed by ni− k ones. Small et al. (2009, 205–
6), relying in part on Gastwirth, Krieger and Rosenbaum (2000), shows

μik¼
X

zi2OrbðZiÞ

X
ri2Orbð~rCiÞ

zTi qiðr;mÞ expðγ~uTk ziÞP
bi2OrbðZiÞ

expðγ~uTk biÞ
expðδ~uTk riÞP

wi2Orbð~rCiÞ
expðδ~uTkwiÞ

and

σ2ik ¼
X

zi2OrbðZiÞ

X
ri2Orbð~rCiÞ

zTi qiðr;mÞ�μik
� �2 expðγ~uTk ziÞP

bi 2OrbðZiÞ
expðγ~uTk biÞ

expðδ~uTk riÞP
wi 2Orbð~rCiÞ

expðδ~uTkwiÞ
;
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with r¼ ½~rC1; ¼ ; ~rC;i�1; ri; ~rC;i + 1; ¼ ; ~rCI �T . Call
μimax ¼ max

k 2f0;1; ¼ ; nig
μik

Ai ¼fk : μik ¼ μimaxg

σ2imax¼ max
k2Ai

σ2ik:

Then, the maximum probability of obtaining test statistic T≥ s, under the null, given confounding, is
approximated by:

PrðT ≥ s j~rC;m;X; uÞ¼ 1�Φ
s� PI

i¼ 1
μimaxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPI

i¼ 1
σ2imax

s
0
BBBB@

1
CCCCA; (3)

for any number s.
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Software for Rosenbaum-style Sensitivity Analysis

In R, Keele (2014) implements primal sensitivity analysis after pair matching, for binary and
ordinal/continuous responses. Keele (2014) also allows primal sensitivity analysis after fixed-
ratio matching with two or three controls, for ordinal/continuous responses. Primal sensitivity
analysis for matched pairs is implemented in Stata by Gangl (2004) (for continuous responses)
and by Subramanian and Overby (2014) (for binary responses). For Stata, Lempert (2015)
describes software implementing simultaneous sensitivity analysis after pair matching, for
binary or continuous responses, and after matching with multiple controls and full matching,
for ordinal/continuous responses.

In all of the software above, inference is based on one of the commonly-used nonpara-
metric tests: the McNemar Test, the Wilcoxon Signed-Rank Test, or the Hodges-Lehmann
Aligned Rank Test. Two R packages described in Rosenbaum (2015) implement primal sen-
sitivity analysis based on M-Tests for matched pairs and for matching with multiple controls.
A two-parameter interpretation of the primal sensitivity analysis (which, roughly speaking,
transforms a primal sensitivity analysis into a simultaneous sensitivity analysis) after pair
matching is also available. Questions of design and analysis related to the power of a sensitiv-
ity analysis are addressed in Rosenbaum (2012) and Small, Cheng, Halloran and Rosenbaum
(2013); the latter paper points to software that implements both papers’ methods.

Supplemental Tables

Supplemental Tables 1-6 give information about balance. Supplemental Tables 7-15 present
additional sensitivity analyses. Finally, Supplemental Table 16 gives the regression results
associated with Figure 2 in main text.

Pre-Matching Specification 1 Specification 2

Covariate sdm p sdm p sdm p

U.S. Appellant .1183 .3329 .0341 .7370 .0729 .5119
U.S. Appellee -.1382 .2584 -.1315 .2503 -.0374 .7460
S.G. Appellant .3404 .0060 .1425 .0791 .0128 .8732
S.G. Appellee .0577 .6364 .0047 .9683 .0072 .9524
D.C. Elite Appellant .0032 .9790 .0131 .8879 .0600 .5359
D.C. Elite Appellee -.1231 .3137 -.0285 .7815 -.0366 .6422
Law Professor Appellant .0468 .7013 .0100 .9383 .0110 .9383
Law Professor Appellee -.0771 .5276 -.0515 .6949 -.0284 .8348
Clerk Appellant .0083 .9456 0 1 -.0205 .8479
Clerk Appellee -.0980 .4223 -.0159 .8788 -.0263 .8185
Elite Law School Appellant .0156 .8981 .0084 .9382 .0196 .8559
Elite Law School Appellee -.2187 .0747 -.0178 .8592 .0683 .5265
Liberal Decision Below .1558 .2029 .0028 .9769 -.1288 .1606
Relative Experience .2665 .0304 .1016 .3710 -.0065 .9459
Case Complexity -.0881 .4707 -.0269 .7850 .0402 .6852
Court Median Ideology .1626 .1841 .0448 .5953 .0199 .8238

Supplemental Table 1. Covariate balance for two matching specifications. The standardized
difference of means (sdm) and a randomization inference-based p value are presented for the
unmatched sample and matching Specifications 1 and 2. Petitioner-better, positive-difference
cases are considered treated; the corresponding sensitivity analyses are presented in Table 1
and Supplemental Table 7. See text for details.
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Pre-Matching Specification 1 Specification 2

Covariate sdm p sdm p sdm p

U.S. Appellant -.1040 .3688 -.0147 .8689 .0428 .6394
U.S. Appellee .1763 .1287 .1808 .0464 .0007 .9940
S.G. Appellant -.1384 .2323 -.0592 .5178 -.0133 .8909
S.G. Appellee .2264 .0516 .2357 .0091 .0222 .8040
D.C. Elite Appellant .0557 .6301 .1066 .1721 .0457 .5118
D.C. Elite Appellee .0725 .5307 .1053 .1546 .0570 .5305
Law Professor Appellant .0537 .6427 .0512 .3173 .0549 .4416
Law Professor Appellee .0537 .6427 0 1 .0279 .5637
Clerk Appellant -.0606 .6003 .0180 .8399 0 1
Clerk Appellee .1311 .2578 .0984 .2191 .0203 .8292
Elite Law School Appellant -.1284 .2676 -.0352 .6537 -.0398 .5954
Elite Law School Appellee .0949 .4124 .1271 .1372 -.0293 .7449
Liberal Decision Below -.0334 .7724 -.0904 .2915 -.0405 .6495
Relative Experience -.3462 .0032 -.2204 .0190 .0713 .3047
Case Complexity -.1563 .1775 -.0288 .7082 .0425 .6008
Court Median Ideology .0358 .7569 .0324 .7203 .0390 .6697

Supplemental Table 2. Covariate balance for two matching specifications. The standardized
difference of means (sdm) and a randomization inference-based p value are presented for the
unmatched sample and matching Specifications 1 and 2. Respondent-better, positive-difference
cases are considered treated; the corresponding sensitivity analyses are presented in
Supplemental Tables 10 and 13. See text for details.

Pre-Matching Specification 1 Specification 2

Covariate sdm p sdm p sdm p

U.S. Appellant .0894 .4843 -.0272 .7843 -.0662 .5560
U.S. Appellee -.2242 .0812 -.1629 .1955 -.0108 .9300
S.G. Appellant .3630 .0052 .1976 .0401 -.0288 .7240
S.G. Appellee -.0231 .8564 .0214 .8683 .0575 .6730
D.C. Elite Appellant -.0108 .9325 -.0429 .6121 -.0311 .7320
D.C. Elite Appellee -.2030 .1139 -.1400 .2088 -.0578 .5586
Law Professor Appellant .0754 .5551 .0623 .6547 .0704 .6547
Law Professor Appellee -.0606 .6354 -.0801 .5637 -.0905 .5637
Clerk Appellant .0385 .7635 .0051 .9572 -.0348 .7591
Clerk Appellee -.1262 .3242 -.0529 .5637 -.0598 .5637
Elite Law School Appellant .0275 .8295 -.0152 .8878 -.0971 .3989
Elite Law School Appellee -.2615 .0424 -.1132 .2609 -.0329 .7602
Liberal Decision Below .1646 .1992 .0629 .5175 -.1388 .1422
Relative Experience .3606 .0055 .2186 .0504 -.0458 .6431
Case Complexity -.1354 .2905 -.0666 .5489 -.0041 .9726
Court Median Ideology .1704 .1838 .0442 .6178 .0123 .8922

Supplemental Table 3. Covariate balance for two matching specifications. The standardized
difference of means (sdm) and a randomization inference-based p value are presented for the
unmatched sample and matching Specifications 1 and 2. Petitioner-better, medium-difference
cases are considered treated; the corresponding sensitivity analyses are presented in Table 2
and Supplemental Table 8. See text for details.

2



Pre-Matching Specification 1 Specification 2

Covariate sdm p sdm p sdm p

U.S. Appellant -.3371 .0070 -.2938 .0098 -.0669 .5277
U.S. Appellee .1752 .1570 .1297 .2212 -.0223 .8514
S.G. Appellant -.3247 .0094 -.2535 .0153 -.0150 .8514
S.G. Appellee .2281 .0662 .2039 .0504 .0095 .9281
D.C. Elite Appellant -.1105 .3712 -.1128 .2438 -.0938 .3855
D.C. Elite Appellee -.0053 .9660 -.0088 .9257 -.0251 .8029
Law Professor Appellant -.0019 .9877 .0662 .3173 .0759 .3173
Law Professor Appellee .0535 .6647 .0594 .3173 -.0511 .6858
Clerk Appellant -.1589 .1991 -.1213 .1917 -.0664 .4817
Clerk Appellee .1604 .1947 .1169 .1317 -.0402 .6115
Elite Law School Appellant -.1901 .1249 -.1278 .1491 -.0966 .2761
Elite Law School Appellee .0046 .9702 .0537 .4977 .0143 .8776
Liberal Decision Below -.0320 .7956 -.1223 .2236 -.1088 .2832
Relative Experience -.4593 .0003 -.3467 .0021 -.0073 .9228
Case Complexity -.1678 .1753 -.0277 .6973 .0376 .6439
Court Median Ideology .0303 .8060 -.0329 .7230 -.0043 .9673

Supplemental Table 4. Covariate balance for two matching specifications. The standardized
difference of means (sdm) and a randomization inference-based p value are presented for the
unmatched sample and matching Specifications 1 and 2. Respondent-better, medium-difference
cases are considered treated; the corresponding sensitivity analyses are presented in
Supplemental Tables 11 and 14. See text for details.

Pre-Matching Specification 1 Specification 2

Covariate sdm p sdm p sdm p

U.S. Appellant .2543 .0924 .0362 .7492 -.1302 .3564
U.S. Appellee -.2506 .0972 -.3124 .0453 -.0923 .4857
S.G. Appellant .4094 .0074 .1426 .1566 -.0640 .5949
S.G. Appellee -.0935 .5333 -.1129 .4658 -.0281 .8557
D.C. Elite Appellant -.0598 .6904 -.1057 .4294 -.1099 .3722
D.C. Elite Appellee -.1662 .2693 -.1527 .2773 -.0825 .5338
Law Professor Appellant -.0037 .9802 -.0977 .3173 -.1105 .3173
Law Professor Appellee -.0037 .9802 -.0488 .7630 -.1105 .5637
Clerk Appellant .1174 .4345 -.0203 .8886 -.1339 .3861
Clerk Appellee -.1366 .3637 -.1395 .1573 -.0789 .3173
Elite Law School Appellant .0080 .9572 -.1156 .3672 -.1556 .2105
Elite Law School Appellee -.1490 .3216 -.1445 .2654 -.0120 .9346
Liberal Decision Below .1475 .3267 .1538 .2545 -.0055 .9669
Relative Experience .4105 .0072 .2156 .0596 -.0608 .6312
Case Complexity -.1307 .3846 -.0636 .5940 .0472 .7177
Court Median Ideology .1070 .4763 .0584 .6252 -.0250 .8541

Supplemental Table 5. Covariate balance for two matching specifications. The standardized
difference of means (sdm) and a randomization inference-based p value are presented for the
unmatched sample and matching Specifications 1 and 2. Petitioner-better, large-difference
cases are considered treated; the corresponding sensitivity analyses are presented in Table 3
and Supplemental Table 9. See text for details.
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Pre-Matching Specification 1 Specification 2

Covariate sdm p sdm p sdm p

U.S. Appellant -.4907 .0005 -.5338 .0001 -.0289 .6467
U.S. Appellee .3027 .0287 .2075 .0237 .0091 .9415
S.G. Appellant -.4180 .0028 -.3926 .0019 -.0027 .9763
S.G. Appellee .3152 .0228 .2275 .0112 .0268 .8150
D.C. Elite Appellant -.0624 .6484 -.0833 .4922 -.0814 .4890
D.C. Elite Appellee .0456 .7390 .0157 .8694 -.0388 .7663
Law Professor Appellant .0510 .7096 .0748 .3173 .0921 .3173
Law Professor Appellee .0510 .7096 0 1 .0077 .9334
Clerk Appellant -.0669 .6248 -.1310 .2087 -.1038 .3972
Clerk Appellee .2141 .1197 .1278 .1797 -.0227 .8457
Elite Law School Appellant -.2189 .1117 -.1713 .0881 .0106 .9258
Elite Law School Appellee .0495 .7174 .1246 .1573 .0102 .9198
Liberal Decision Below -.1520 .2678 -.0735 .5008 .0095 .9305
Relative Experience -.6658 .0000 -.5307 .0002 -.0250 .7976
Case Complexity -.2267 .0996 -.1141 .3013 .0517 .6274
Court Median Ideology -.0391 .7753 -.0557 .6572 -.0072 .9525

Supplemental Table 6. Covariate balance for two matching specifications. The standardized
difference of means (sdm) and a randomization inference-based p value are presented for the
unmatched sample and matching Specifications 1 and 2. Respondent-better, large-difference
cases are considered treated; the corresponding sensitivity analyses are presented in
Supplemental Tables 12 and 15. See text for details.

Γ ∆=1 ∆=1.1 ∆=1.2 ∆=1.5 ∆=2 ∆=2.5 ∆=3 ∆=∞

1 .0358 .0358 .0358 .0358 .0358 .0358 .0358 .0358
1.1 .0358 .0375 .0392 .0437 .0497 .0542 .0576 .0823
1.2 .0358 .0392 .0425 .0521 .0657 .0767 .0854 .1550
1.5 .0358 .0438 .0522 .0790 .1239 .1638 .1973 .4751
2 .0358 .0501 .0668 .1260 .2362 .3371 .4192 .8782
2.5 .0358 .0553 .0795 .1721 .3464 .4977 .6103 .9833
3 .0358 .0596 .0905 .2148 .4442 .6248 .7452 .9983
∞ .0358 .1055 .2260 .6984 .9853 .9998 1 1

Supplemental Table 7. Simultaneous sensitivity analysis for selected values of ∆ and Γ,
Matching Specification 1. Petitioner-better, positive-difference cases are considered treated;
balance is evaluated in Supplemental Table 1. See text for details.

Γ ∆=1 ∆=1.1 ∆=1.2 ∆=1.5 ∆=2 ∆=2.5 ∆=3 ∆=∞

1 .0292 .0292 .0292 .0292 .0292 .0292 .0292 .0292
1.1 .0292 .0307 .0322 .0361 .0411 .0449 .0478 .0680
1.2 .0292 .0322 .0351 .0434 .0552 .0645 .0719 .1300
1.5 .0292 .0362 .0436 .0676 .1076 .1429 .1726 .4213
2 .0292 .0417 .0565 .1107 .2127 .3062 .3830 .8405
2.5 .0292 .0461 .0675 .1527 .3189 .4634 .5725 .9733
3 .0292 .0497 .0770 .1914 .4140 .5923 .7125 .9966
∞ .0292 .0877 .1924 .6434 .9760 .9995 1 1

Supplemental Table 8. Simultaneous sensitivity analysis for selected values of ∆ and Γ,
Matching Specification 1. Petitioner-better, medium-difference cases are considered treated;
balance is evaluated in Supplemental Table 3. See text for details.
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Γ ∆=1 ∆=1.1 ∆=1.2 ∆=1.5 ∆=2 ∆=2.5 ∆=3 ∆=∞

1 .0016 .0016 .0016 .0016 .0016 .0016 .0016 .0016
1.1 .0016 .0017 .0018 .0020 .0023 .0026 .0027 .0043
1.2 .0016 .0018 .0019 .0025 .0032 .0039 .0044 .0099
1.5 .0016 .0020 .0025 .0040 .0070 .0101 .0130 .0566
2 .0016 .0023 .0033 .0071 .0166 .0283 .0404 .2597
2.5 .0016 .0026 .0040 .0106 .0293 .0545 .0820 .5315
3 .0016 .0028 .0046 .0142 .0439 .0858 .1322 .7492
∞ .0016 .0060 .0169 .1247 .5274 .8448 .9640 1

Supplemental Table 9. Simultaneous sensitivity analysis for selected values of ∆ and Γ,
Matching Specification 1. Petitioner-better, large-difference cases are considered treated;
balance is evaluated in Supplemental Table 5. See text for details.

Γ ∆=1 ∆=1.1 ∆=1.2 ∆=1.5 ∆=2 ∆=2.5 ∆=3 ∆=∞

1 .1804 .1804 .1804 .1804 .1804 .1804 .1804 .1804
1.1 .1804 .1872 .1935 .2098 .2299 .2440 .2543 .3213
1.2 .1804 .1935 .2059 .2388 .2809 .3110 .3332 .4785
1.5 .1804 .2102 .2395 .3210 .4292 .5059 .5605 .8414
2 .1804 .2321 .2852 .4361 .6258 .7422 .8123 .9913
2.5 .1804 .2488 .3209 .5251 .7542 .8689 .9244 .9997
3 .1804 .2620 .3493 .5928 .8348 .9317 .9691 1
∞ .1804 .3791 .5964 .9525 .9998 1 1 1

Supplemental Table 10. Simultaneous sensitivity analysis for selected values of ∆ and Γ,
Matching Specification 1. Respondent-better, positive-difference cases are considered treated;
balance is evaluated in Supplemental Table 2. See text for details.

Γ ∆=1 ∆=1.1 ∆=1.2 ∆=1.5 ∆=2 ∆=2.5 ∆=3 ∆=∞

1 .1424 .1424 .1424 .1424 .1424 .1424 .1424 .1424
1.1 .1424 .1478 .1529 .1662 .1829 .1948 .2034 .2588
1.2 .1424 .1529 .1630 .1900 .2254 .2513 .2705 .3966
1.5 .1424 .1665 .1905 .2590 .3541 .4247 .4766 .7651
2 .1424 .1845 .2287 .3599 .5389 .6591 .7371 .9773
2.5 .1424 .1984 .2590 .4416 .6720 .8040 .8757 .9987
3 .1424 .2094 .2836 .5065 .7631 .8859 .9410 .9999
∞ .1424 .3081 .5063 .9109 .9991 1 1 1

Supplemental Table 11. Simultaneous sensitivity analysis for selected values of ∆ and Γ,
Matching Specification 1. Respondent-better, medium-difference cases are considered treated;
balance is evaluated in Supplemental Table 4. See text for details.

Γ ∆=1 ∆=1.1 ∆=1.2 ∆=1.5 ∆=2 ∆=2.5 ∆=3 ∆=∞

1 .0343 .0343 .0343 .0343 .0343 .0343 .0343 .0343
1.1 .0343 .0359 .0374 .0415 .0467 .0505 .0534 .0745
1.2 .0343 .0374 .0405 .0489 .0607 .0699 .0771 .1356
1.5 .0343 .0415 .0491 .0726 .1106 .1436 .1712 .4103
2 .0343 .0471 .0617 .1127 .2055 .2903 .3604 .8149
2.5 .0343 .0515 .0722 .1506 .2988 .4308 .5333 .9618
3 .0343 .0550 .0812 .1852 .3830 .5478 .6660 .9940
∞ .0343 .0932 .1922 .6094 .9615 .9985 1 1

Supplemental Table 12. Simultaneous sensitivity analysis for selected values of ∆ and Γ,
Matching Specification 1. Respondent-better, large-difference cases are considered treated;
balance is evaluated in Supplemental Table 6. See text for details.

5



Γ ∆=1 ∆=1.1 ∆=1.2 ∆=1.5 ∆=2 ∆=2.5 ∆=3 ∆=∞

1 .3189 .3189 .3189 .3189 .3189 .3189 .3189 .3189
1.1 .3189 .3279 .3360 .3567 .3815 .3983 .4104 .4864
1.2 .3189 .3361 .3519 .3924 .4412 .4745 .4982 .6422
1.5 .3189 .3573 .3933 .4859 .5953 .6653 .7120 .9176
2 .3189 .3841 .4462 .6022 .7657 .8513 .8979 .9969
2.5 .3189 .4040 .4853 .6827 .8602 .9332 .9643 .9999
3 .3189 .4193 .5152 .7392 .9128 .9684 .9869 1
∞ .3189 .5442 .7397 .9784 .9999 1 1 1

Supplemental Table 13. Simultaneous sensitivity analysis for selected values of ∆ and Γ,
Matching Specification 2. Respondent-better, positive-difference cases are considered treated;
balance is evaluated in Supplemental Table 2. See text for details.

Γ ∆=1 ∆=1.1 ∆=1.2 ∆=1.5 ∆=2 ∆=2.5 ∆=3 ∆=∞

1 .1620 .1620 .1620 .1620 .1620 .1620 .1620 .1620
1.1 .1620 .1673 .1721 .1847 .2004 .2116 .2198 .2753
1.2 .1620 .1721 .1817 .2071 .2397 .2635 .2813 .4041
1.5 .1620 .1850 .2075 .2701 .3553 .4184 .4652 .7470
2 .1620 .2018 .2425 .3600 .5186 .6280 .7018 .9677
2.5 .1620 .2146 .2699 .4318 .6384 .7648 .8391 .9974
3 .1620 .2247 .2918 .4887 .7237 .8485 .9120 .9998
∞ .1620 .3185 .4984 .8848 .9974 1 1 1

Supplemental Table 14. Simultaneous sensitivity analysis for selected values of ∆ and Γ,
Matching Specification 2. Respondent-better, medium-difference cases are considered treated;
balance is evaluated in Supplemental Table 4. See text for details.

Γ ∆=1 ∆=1.1 ∆=1.2 ∆=1.5 ∆=2 ∆=2.5 ∆=3 ∆=∞

1 .1283 .1283 .1283 .1283 .1283 .1283 .1283 .1283
1.1 .1283 .1317 .1348 .1428 .1530 .1604 .1660 .2087
1.2 .1283 .1348 .1408 .1570 .1780 .1937 .2057 .3027
1.5 .1283 .1430 .1572 .1967 .2519 .2949 .3286 .5932
2 .1283 .1537 .1794 .2545 .3632 .4478 .5123 .8870
2.5 .1283 .1621 .1972 .3029 .4550 .5691 .6506 .9753
3 .1283 .1687 .2117 .3432 .5295 .6602 .7479 .9954
∞ .1283 .2373 .3689 .7386 .9722 .9984 .9999 1

Supplemental Table 15. Simultaneous sensitivity analysis for selected values of ∆ and Γ,
Matching Specification 2. Respondent-better, large-difference cases are considered treated;
balance is evaluated in Supplemental Table 6. See text for details.
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Covariate Conference vote Report vote

Oral Argument Grade 0.323∗∗∗ 0.339∗∗∗

(0.083) (0.056)
Ideological Affinity 0.310∗∗∗ 0.354∗∗∗

(0.048) (0.053)
Case Complexity 0.004 0.035

(0.078) (0.062)
OAG × Case Complexity 0.070 −0.041

(0.157) (0.121)
OAG × Ideological Affinity 0.030∗ 0.037∗∗

(0.014) (0.012)
US Appellant 0.413∗∗∗ 0.411∗∗∗

(0.105) (0.092)
US Appellee −0.839∗∗∗ −0.896∗∗∗

(0.196) (0.082)
SG Appellant 0.268∗ 0.197∗

(0.112) (0.097)
SG Appellee 0.267 −0.070

(0.073) (0.154)
Washington Elite Appellant 0.227 0.209∗

(0.128) (0.089)
Washington Elite Appellee −0.048 0.075

(0.177) (0.144)
Law Professor Appellant −0.385 −0.708

(0.236) (0.180)
Law Professor Appellee −0.919∗ −1.085∗∗∗

(0.416) (0.204)
Clerk Appellant 0.382∗∗ −0.116

(0.128) (0.102)
Clerk Appellee −0.306 0.196

(0.278) (0.238)
Elite Law School Appellant −0.135 −0.069

(0.102) (0.109)
Elite Law School Appellee −0.001 −0.066

(0.115) (0.074)
Difference in Litigating Experience −0.045 −0.116

(0.026) (0.016)
Constant 0.254 0.436

(0.073) (0.054)

Supplemental Table 16. Factors impacting conference merits vote and final, report vote.
Dependent variable: Did justice vote to reverse? (1=yes.) Logit coefficients; standard errors in
parentheses, clustered on justice. N = 3471 (conference vote); N = 3874 (report vote). ∗

p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.
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