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spaCy named entity recognition models with Prodigy. Read it to get started or refresh your memory! ' 1
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Manually highlight spans of text and add

ner.manual optional pattern matches.

Note: In the PDF version of this infographic, click any underlined text to go to our documentation.
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For more information about Prodigy, Prodigy recipes, and NER visit: https:/prodi.gy prodigy
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