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Deep learning relies on large-scale data to achieve success. I M -R- G E N E -|—

In real-world applications, labels are usually collected from

non-experts such as crowdsourcing. 1.2 million, Crowdsourcing, 2.5 years
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However, these annotation means will unavoidably incur many noisy labels.

The performance of models may be severely hurt if these noisy labels are blindly used.
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» Noise-robust loss functions
* mean absolute error [Ghosh et al., AAAT’17]
* information-theoretic l0ss [Xu et al., NeurIPS’19]

» Loss correction

 auxiliary network [Jacob et al., ICLR*17]

» unbiased loss term based on T[Patrini et al., CVPR’17]
» Label correction

» pseudo labels [Maetal., ICML 18]

 joint optimization [Yiet al., CVPR’19]
» Sample selection

 selecting a part of clean data based on small-loss criterion [Han et al., NeurIPS’18;
Jiang et al., ICML’18; Wei et al., CVPR’20; Yu et al., ICML’19]

Sample selection strategy with the small-loss criterion has been widely used.
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Small-loss criterion:

(
I
:  select a part of examples with small loss as low-risk examples
I
|

]
I
I
I
« train models with the selected low risk examples |
/
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|( Experimental phenomena [zhang et al., ICLR*17, Aprit et al., ICML'18] ; z \ :iﬁggfec;t\:
: In the training process, the examples with correct labels 1 \ :
| tend to have smaller loss than that with incorrect labels. o 100 150 300 350 =1
I\ b /,

T — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — —

But there are few theoretical analyses to explain why the small-loss criterion works.
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* We theoretically explain why the widely-used small-loss criterion
works.

* Based on the explanation, we reformalize the vanilla small-loss criterion
to select examples.

« \We also carefully set the selected number for each class to alleviate class
Imbalance in the sample selection process.

« \We introduce semi-supervised learning to further exploit the unselected examples.
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(Small-loss criterion:

I _ .

|+ select a part of examples with small loss as low-risk examples
I
|

]
I
I
I
« train models with the selected low-risk examples /|

Neural network: g(z;©): X — R with output [p1(z), ..., p.(x)]" € R°
exp (w] ¢(x:6)) DNN

h A*i — c
where  pi(z) > i exp (ijgb(m; 0)) g(x; 0
Loss functions: /

e« 0-1 loss: Cor(f(x),9) = 1[f(x) # 9] \ C
« Cross-entropy loss: ‘og(g(x;0),9) = —log(p;(x)) (%, ¥)
« Optimization objective: Noisy data
0 = arg(;ninE(w’g) lop(g(x; ©),7)]. (1)
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For observed samples (x, y), its label ¥ may be different from its true label y

- Feature dependent noise: p(jx,y) Noise transition matrix T

« ¥ depend on both y and x T, € p(F =jly=1)

8% 8% 8% 8% 8%
b 0% 0% 0% 0% 0%

[+ 0,
8% &% % NEEZN 0% 0% 40% 0%

» Feature independent noise: p(Fly) y e

40% | 0% PEZR 0% 0% 0%

8% 8%

0% 0% 0% plEA 0% 0%

» ¥ only dependent on the true label y 8% 8%

0
8% 8% 8% 8% LU 0% 0% 0% 0% POEd 0%

° p(ylx,y) =p(}7|y) 8% 8% 8% 8% 8% [duY

0% 0% 40% 0% 0% [k

» clean data (x,y) — noisy data (x, )

row-diagonally dominant: T;; > T;;, Vi,V j#i

plx,y) — p.j)= Z pGly =D} p(z,y)

- column-diagonally dominant: T;; > Tj;, Vi,V j # i

\ 4

The noise transition matrix T
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/"How to answer the following questions: )

Q1: Why and when does the small-loss criterion work?

Q2: What condition should the noise transition matrix T satisfy? )

For the 0-1 loss function, we give Lemma 1.

Lemma 1. If T satisfies the row-diagonally dominant condition T;; > max;x; 135, Vi, then
the target concept [* has the minimum expected 0-1 loss on the noisy data, ie., ¥V f #* f*,

E ) lor (/" (@), 5)] < B llor (f (), )] f* represents the target concept

row-diagonally dominant » f* has the minimum expected 0-1 loss on the noisy data

Furthermore, for the cross-entropy loss, we give Lemma 2:

Lemma 2. Let g* denote the deep neural network minimizing the cross-entropy loss in Eq. (1), the
induced classifier f,- satisfies f,-(x) =y, V& € X, if and only if T' satisfies the row-diagonally
dominant condition T;; > max;4; T;;, Vi.

=> good classifiers could be learned by minimizing the expected

row-diagonally dominant :
cross-entropy loss on the noisy data.
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For the small-loss criterion, we give Theorem 1.:

Theorem 1. Let g* denote the deep neural network minimizing the cross-entropy loss in Eq. (1),
(x1,7) and (2,7]) are any two examples with the same observed label § in D satisfying
that f*(x1) = g and f*(x2) # vy, if T satisfies the diagonally-dominant condition T;; >
max {max;z; T;j, max;; Tj;}, Vi, then Lop(g™ (1), 9) < lep(g™(22),9)-

diagonally-dominant ==y fo_r g examples with correct labels have smaller loss than that
with incorrect labels

Theorem 1 implies that if T satisfies the diagonally-dominant condition:

 for the examples with the same observed label, the correct examples have smaller
loss than the incorrect ones..

* single epoch’s loss value may not be reliable for sample selection.

Theorem 1 only focuses on the g*which minimizes the expected cross-entropy loss.

In practice, for a warmed-up neural network g, whether the small-loss criterion still works?
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" The small-loss criterion in practice: A

1. warm up the model g on the whole noisy dataset with some epochs
. 2. then select small-loss examples and use them to update models

For this process, we have:

Theorem 2. Suppose g is e-close to g*, i.e., ||g — g%||c = € for two examples (x1,y) and
(x2, ), assume f*(x1) = y and f*(x2) # v, if T satisfies the diagonally-dominant condition
T > max {max;»; Tij, max;jz; T}, Vi, and € < % - (Tyg — Tt (2)y)s then lop(g(xl), 1) <
lep(g(x2), ).

Theorem 2 implies that if the model g is not far away from g*(e is not too large):

for the examples with the same observed labels, the correct examples still
have smaller loss than the incorrect ones.

This explains why the small-loss criterion works in practice.

10



Our work

LAVIDA

Learning And Mining from DatA
http://lamda.nju.edu.cn

Based on the theoretical analysis, we reformalize the vanilla small-loss criterion:
 use the mean loss of each example along the training process to select samples
 select the examples with small mean loss class by class

Algorithm 1 RSL: Reformalization of Small-Loss criterion

Input: Noisy dataset D, the initial model g(zx; ©(")), epoch
limit £
I: fort=1,..., Edo _

2:  Update ©~1 on D with one epoch to get O*);
3 Calculate each example’s loss:

4 V(x.g) € D, l;(x.,]) = lep(glx; 0D). 7):
5: end for
6
7
8

- |Calculate each example’s mean loss: Mean loss
V(e )ED U, 7)) = Eztl H(x,7);
: Iorz =1, ..., cdo

9: —{(a: 1/) e Dlj=1i);

10: | Rank examples in D, by {(z, );

11: | Calculate num(i) according to Eq. (2);

12: | Select num(i) examples with smallest /(. ) as S,
13: end for

14: Dy = US| S,

15: Train g(a; ©) with Dy;
Output: The final classifier g(x; ©)

Select class by class

Selection number num(i): \

+ first introduce parameter f > 0 to make prop(i)
less than 1 — n;:

prop(i) = max{1— (1 + B)n;, (1 — (1 —ny)}

Issue: [prop(1) - nq,--prop(c) - n.] may seriously
deviate from the true class distribution [p4, -, p.].

* set the selected data as [p; - m, ..., p, - m] to obey

[P1, . Pl:
m = min {prop(i) - n;/pi}
Issue: too many useful data may be wasted.

+ additionally introduce parameter y = 1:

\ num(i) = min{y - p; X m,prop(i) X n;} j

11
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The overall process:

* identify low-risk examples with the reformalized small-loss criterion
« treat low-risk examples as clean labeled data, and the rest as unlabeled data
 simultaneously exploit clean and unlabeled data with Weighted MixMatch

Reformalized

Noisy small-loss criterion
i —

N e e o o e e e e e e e R M e R Mmm M e R Mmm M e M Mmm M e M Mmm Mmm e Mmm Mmm M e Mmm Mmm M e Mmm Mmm M e Mmm Mmm M e Mmm M M e Rmm M M e e e e e

Weighted_MixMatch

—— o —

—— - - - —

Issue: the low-risk examples may still have label noise
consistency regularization Solution: reweigh the low-risk examples
..... — [ “- % - w(@,5) = exp - koD = LUy
_______ : m _E . i) - £.(i)
‘ _______ . Kaugmentations ... i " H v ol L'
\Unlabeled\ ‘ M l‘ /' Average Sharpen

12
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Datasets: f noise transition matrix \
uniform noise pairwise noise structured noise
O Noisy CIFAR-10: uniform/pairwise/structured noise | *ffz77 77~ " "ffZ o
O Noisy CIFAR-100: uniform/pairwise noise ,i %r m“
251 - .
O WebVision [Lietal.,, ECCV’17]: 1 m“fnﬁ '
8 1 . ak
« 50 classes, 2.4 million pictures sussessseshsnssnysnsdrasssy sy
noisy class noisy class noisy class
* noise rate is about 20% _
\ Three types of label noise on CIFAR-10 /
Baselines:
B Methods based on sample selection:
» Co-teaching [Han et al., NeurIPS 18] > INCV [Chenetal., ICML’19]
» Co-teaching+ [Yuetal., ICML19] » JOCOR [Wei et al., CVPR20]

B Methods based on robust loss function:

> Truncated £, [Zhang et al., NeurIPS’18] » Lpy [Xuetal., NeurIPS’19]

13
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The diagonally-dominant condition is necessary for small-loss criterion

r=03 r=04 r—04 r=03 r=04
8 8 215 215
212 26 —— kde z z — kde @ @ — kde
5 S S 6 T 6 o L correct
o - correct - © correct 210 10 .
_‘? 8 54 incorrect _*?4 _*?4 incorrect X _*? incorrect
g : : E 2 5 z
5 ¢ 32 e £ : °
o o o o o 0 | . . | o 0 | ‘ I .
% 02 04 06 08 1.0 % 02 04 06 08 1.0 % 02 04 06 08 10 % 02 04 06 08 1.0 0 005 01 015 0.2 0 005 01 015 02
normalized loss normalized loss normalized loss normalized loss normalized |oss normalized loss
r=105 r=0.6 r=0.5 r=0.0 r=0.5 T =0.0
25 > 210 2> 215 15
& @ 3 @ i G &
6 c c
$4 3 z° 3 210 2
23 22 z© £4 £ £
3 3, 2 2, 2. [0 35
21 e e 2 = e o
a a a & | a a
0 . i 0 : 0 L _ 0 I 0 1 | 1l 0 1 1 I 1
0 02 04 06 08 1.0 0 02 04 06 08 1.0 0 02 04 06 08 10 0 02 04 06 08 10 0 005 0.1 0.15 0.2 0 005 01 015 0.2
normalized loss normalized loss normalized loss normalized loss normalized loss normalized loss
(a) uniform label noise (b) pairwise label noise (c) structured label noise

When the diagonally-dominant condition is not satisfied, many incorrect examples (blue) may even have
smaller loss than correct ones (yellow), see subfigure (b) r = 0.5and r = 0.6, (¢) r = 0.5 and r = 0.6.
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Mean loss value

Figure 3: Mean values of the mean loss of correct examples and
incorrect ones for each class. For structured noise (r = 0.4), some
classes do not have label noise.

loss of correct examples is smaller than the loss
of incorrect ones.

The mean loss is more stable than single epoch’s los

structured: r = 0.4

pairwise: 7 = (.4

uniform: r = 0.4

Mean loss

0
woowe o1z 0w w0 @ s
epoch

[
w am E TR ] w120

epoch

o 20 40 o0 S0
epoch

Figure 4: Each epoch’s loss and the cumulative mean loss for ran-
domly chosen one pair of correct example and incorrect example.
Additional figures of other pairs can be found in Appendix B.

\
-

The precision of the examples selected by our method is higher.

Table 1: The precision (%) of the selected data with different methods on CIFAR-10 and CIFAR-100. “Only Mean Loss” represents using
mean loss but not selecting examples class by class. “Our Method” represents using mean loss and selecting examples class by class.

/
N

CIFAR-10 CIFAR-100
Method uniform noise pairwise noise structured noise uniform noise pairwise noise
10 30 50 70 90 10 20 30 40 10 20 30 40 20 40 60 80 10 20 30 40
Co-teaching 98.58 9532 9225 8532 3268 | 98.01 9561 9342 8136|9819 9655 9504 90.58 | 9630 9234 8537 3338 | 9238 86.73 7730 65.21
JoCoR 98.89 96.03 9314 8647 2029 | 9827 9629 9375 8273 | 9847 9685 9526 9169 | 96.64 92.62 86.70 40.78 | 9442 8839 7989 67.71
Only Mean Loss | 99.01 97.46 94.59 8831 46.72 | 98.74 97.33 94.12 84.60 [ 98.58 97.08 95.37 91.98 | 97.01 93.43 R87.87 65.11 | 95.80 89.72 81.22 68.77
Our Method 99.09 9747 94.65 88.38 4691 | 98.81 9743 94.69 84.68 [ 99.81 99.38 97.97 9496 | 97.22 93.70 88.34 66.12 | 95.98 90.29 82.00 69.69

o

Ablation study: the precision of the selected examples on CIFAR-10/100 datasets

%

15
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Our method achieves better performance compared with all baselines.

Table 2: The accuracy (%) results on CIFAR-10, where “best” means the test accuracy of the epoch when validation accuracy is maximum,

and “last” means the test accuracy of the last epoch. . . )
Y P different noise setting

Method uniform noise pairwise noise structured noise

noise parameter r (%) 10 30 50 70 90 10 20 30 40 10 20 30 40
Cross Entropy best | 91.24 88.30 84.85 78.13 4490 | 91.32 90.83 88.96 83.20 | 91.80 90.95 88.87 86.57
last | 86.70 72.12 5524 3297 1945|8559 78.83 67.70 56.12 | 89.70 84.89 80.26 75.76
c best | 90.47 87.76 8412 77.85 36.71 | 91.13 9090 89.12 85.56 | 91.14 90.19 8841 86.72
pMI last | 90.07 87.74 8410 77.73 3637 | 91.03 9045 88.87 8532 |90.28 89.43 88.13 86.25
best | 90.60 89.83 85.14 65.76 11.70 | 91.59 8942 87.37 78.18 | 90.72 89.67 §87.12 80.59
last | 90.36 88.98 85.09 65.65 11.69 | 90.71 89.02 8724 71.76 | 9035 89.63 86.73 77.81
best | 90.93 8998 86.52 7744 10.74 | 91.52 9022 8755 82.15|91.28 90.29 88.17 8146
last | 90.90 89.36 8648 77.38 10.54 | 91.30 89.37 87.30 8147 | 90.65 9005 8744 8028
best | 91.82 90.72 86.34 73.11 3838 | 91.42 8926 87.84 8573 | 91.85 90.58 87.89 86.43

Co-teaching

Co-teaching+

INCV last | 91.79 8948 86.43 7278 3829 [91.37 89.19 87.50 85.18 | 91.62 90.14 87.68 86.23
JoCoR best | 92.30 89.52 87.27 79.57 2638 | 91.87 90.38 88.42 8348 | 92.02 90.87 88.78 83.59
last | 9228 8948 8586 79.62 2518 |91.82 9032 87.44 8342|9199 90.23 88.04 8340

RSL best | 93.32 9134 88.21 8221 39.75 9271 91.13 90.51 86.73 | 92.58 91.32 89.97 87091
last | 9323 91.13 8793 82.08 3954 (9247 9089 9031 8657|9242 91.24 89.83 87.85

RSL WM best | 9415 93.78 9338 9151 48.33 [ 94.08 93.73 9340 89.27 | 93.57 93.12 92.78 91.17

last | 93.59 9342 9327 9131 4743 | 93.21 9319 93.10 8885 | 93.33 9283 9234 90.63

The performance on the CIFAR-10 dataset.

16
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Our method achieves better performance in almost all settings compared with baselines.

Table 3: The accuracy (%) results on CIFAR-100. Table 4: The accuracy (%) results on WebVision.
Method uniform noise pairwise noise ‘WebVision Val. | ILSVRC2012 Val.
noise parameter 7 (%) | 20 40 60 80 | 10 20 30 40 Method topl | top5 | topl top5
best | 62.61 53.00 4274 2908 | 68.18 6431 59.05 45.70
Cross Entropy l:sst 5744 4196 2605 1276 | 6724 61.13 54.03 44.44 Cross Entropy | 58.24 | 79.26 | 54.83 71.70
Tromeated £ | DeSU| 6741 6277 5460 1947 | 6893 67.36 6221 46.89 F-correction | 61.12 | 82.68 | 57.36 82.36
7 | last | 66.48 62.28 5348 1748 | 6880 67.06 62.12 4597 Co-teaching | 63.58 | 85.20 | 61.48 84.70
Co-teachin best | 69.94 63.65 54.64 1275 | 68.74 6791 62.66 50.44 MentorNet 63.00 | 81.40 | 57.80 79.92
€ | last | 69.53 6323 5357 1127 | 6846 6624 61.84 48.83
b D2L 62.68 | 84.00 | 57.80 81.36
: est | 6543 6321 5433 1152 | 6753 6483 5075 4633 ,
Co-teaching+ | |/ | 6474 62,60 5223 1057 | 6737 6426 5859 4567 Co-teaching+ | 63.21 | 8478 | 61.32 | 83.52
INCV best | 62.68 59.78 4139 2343 | 6393 56.68 50.87 3895 INCV 65.24 | 85.34 | 61.60 84.38
last | 62.65 59.69 4124 2332 | 63.87 5648 50.81 38.84 JoCoR 65.28 | 8538 | 61.54 R4.46
best | 7140 6680 5840 2344 | 7231 6792 6338 54.37
JoCoR last | 7062 66.10 57.65 2336 | 71.81 6732 6279 53.74 RSL 65.64 | 85.72 | 62.04 84.84
RSL best | 72.12 6723 5924 3832 | 7242 6343 6245 353.62 RSL.WM | 66.56 | 86.54 | 63.40 | 85.43
last | 71.84 67.03 5878 3804 | 7246 6827 6223 53.25
RSL WM | best | 7488 TLSL 67.25 4958 | 7448 7118 64.67 5434
- last | 73.92 70.69 66.07 49.17 | 73.77 70.54 63.87 53.65

The performance on the CIFAR-100 and WebVision datasets.

17
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* We establish the connection between noisy data distribution and the small-loss
criterion.

« Then we theoretically explain why the widely-used small-loss criterion works
and reformalize the vanilla small-loss criterion.

« The experimental results verify our theoretical explanation and also demonstrate
the effectiveness of the reformalization.

Our theoretical analysis also gives the following insights:

* the empirically diagonally-dominant condition is theoretically justified

* the loss value for examples with different labels are not comparable so the
small-loss level should be determined class by class

 the warm-up stage is necessary for the small-loss criterion

18
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Thank You!
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