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Background
Deep neural networks need large amounts of labeled data to 
achieve good performance. In real-world applications, labels 
are usually collected from non-experts to save cost and thus 
are noisy. In the past few years, many deep learning methods 
based on the small-loss criterion  for dealing with noisy labels 
have been developed. However, there are few theoretical 
analyses to explain why these methods could learn well from 
noisy labels. 

Preliminaries

Our Contribution
• We theoretically explain why the widely-used small-loss 

criterion works. 

• Based on the explanation, we reformalize the vanilla 
small-loss criterion to better tackle noisy labels. 

• The experimental results verify our theoretical explanation 
and also demonstrate the effectiveness of the reformalization.

The stability of mean loss vs. single epoch’s loss:

With row-diagonally dominant condition, the target 
concept 𝑓∗ has the minimum expected 0-1 loss on noisy 
data.

Learning process:

Neural network:
with output

where

• 0-1 loss

• Cross-entropy loss

Loss function:

For a warmed-up neural network 𝑔:
1. selects the examples with small loss values;
2. update the model parameter with these selected 

examples.

Our Work

Phenomenon:

Practical strategy:

The examples with correct labels will have smaller loss than 
the examples with incorrect labels. 

Noise transition matrix:

With row-diagonally dominant condition,  good neural 
network can be learned by minimizing the expected cross-
entropy loss on noisy data.

With diagonally-dominant condition, for the 𝑔∗ minimizing 
the expected cross-entropy loss on noisy data, the examples 
with correct labels will have smaller loss than that with 
incorrect labels.

With diagonally-dominant condition, for a neural 
network 𝑔 which is not far away from 𝑔∗, the examples 
with correct labels will have smaller loss than that with 
incorrect labels.

Mean loss

Select class by class

The necessity of class-wise sample selection:

Denote the noise rate  by 𝜂𝑖 and the number of examples for 
the 𝑖-th class by 𝑛𝑖:

Selection number 𝑛𝑢𝑚(𝑖):

More experimental results can be found in the paper.

𝑝𝑟𝑜𝑝 𝑖 = 𝑚𝑎𝑥{1 − 1 + 𝛽 𝜂𝑖 , (1 − 𝛽)(1 − 𝜂𝑖)}

Experiments

Conclusion

Our theoretical analysis gives the following insights:

𝑛𝑢𝑚 𝑖 = min{𝛾 ⋅ 𝑝𝑖 ×𝑚, 𝑝𝑟𝑜𝑝 𝑖 × 𝑛𝑖}

• the empirically diagonally-dominant condition is 
theoretically justified.

• the warm-up stage is necessary for the small-loss 
criterion.

• the loss value for examples with different labels are not 
comparable so the small-loss level should be determined 
class by class.

• first introduce parameter 𝛽 ≥ 0 to make 𝑝𝑟𝑜𝑝 𝑖 a little 
less than 1 − 𝜂𝑖: 

• thus additionally introduce parameter 𝛾 ≥ 1:

Issue: too many useful data may be wasted.

• set the selected data as [𝑝1 ⋅ 𝑚,… , 𝑝𝑐 ⋅ 𝑚] to obey [𝑝1, ⋯ , 𝑝𝑐]:

𝑚 = min
1≤𝑖≤𝑐

𝑝𝑟𝑜𝑝 𝑖 ⋅ 𝑛𝑖/𝑝𝑖 by constraints 𝑝𝑖 ⋅ 𝑚 ≤ 𝑝𝑟𝑜𝑝 𝑖 ⋅ 𝑛𝑖

Issue:  [𝑝𝑟𝑜𝑝 1 ⋅ 𝑛1, ⋯ 𝑝𝑟𝑜𝑝 𝑐 ⋅ 𝑛𝑐] may seriously deviate from  

the true class distribution 𝑝1, ⋯ , 𝑝𝑐 .

• We establish the connection between noisy data distribution and the 

small-loss criterion.

• Then we theoretically explain why the widely-used small-loss 

criterion works and reformalize the vanilla small-loss criterion.

This explains why small-loss criterion works.
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