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x86 - 4 rings
Multics - 8 rings
NT - use 2 rings

S/2 - use 3 rings W
‘ ‘ \

Spaces

Kernel Space

Device drivers

User Space

Device drivers

Applications




Linux, *BSD, Solaris, MS-DOS, Windows
3.X, 9%, ME, Mac OS up to 8.6
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crokernel

Run most of the operating
system services in user
ace as servers, aiming to

mprove maintainability and
modularity of the operating
system.




Hybrid kernels are a
compromise between the
monolithic and microkernel

designs. This implies
running some services (such
‘as the network stack or the
esystem) in kernel space

Kernel

softwars







rfG{guys from Digital, 1 guy from Microsoft.

= 3 years of development, from scratch
nspired in DEC VMS, DEC RSX-11 and PRISM

The idea was to have a elyglgglely code base with




n Design Goals

ardware and software portability: (Intel IA-32,
MIPS R3000/R4000 and Alpha, with PowerPC,
Itanium and AMD64), and a private version to
n SPARC architecture.

Reliability: Nothing should be able to crash the
0S. Anything that crashes the OS is a bug

in32, 0S/2, POSD




Windows NT 3.x, several 1/O driver
subsystems, such as video and printing, were
- user-mode subsystems.

spooler subsystems were integrated into the
_zkernel




primary purpose is to implement processor and
~ architecture dependent functions, and the
texecutive".

oth the kernel and the executive are linked
together into the single loaded module
ntoskrnl.exe:

utside thi lle is little distin
' | the 'e. Rou




lile the x86 architecture supports four differe
privilege levels (numbered 0 to 3), only the two
extreme privilege levels are used.

Usermode programs are run with CPL 3, and the
kernel runs with CPL 0. These two levels are often
referred to as "ring 3" and "ring 0", respectively.

Design decision to achieve code portability to




ture requires close
operatlon between hardware and the operati
system (the Apple advantage ??)

Operating systems designed to work on multiple

ardware platforms may make only limited use o

rmgs If they are not present on every supported
platform.




POSIX 052
Application® Applicatio

Work-

: Server i .
station - Security Win3z2 POSIX os5/2
service| |SEeMvICe + g

Integral subsystems Environment subsystems

User mode

Executive Services

Wirtual W Indew

”lﬂ lff:r::::.: ”:IC Memory | Process pnp Fower Manager
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Object Manager

Executive

Kernel mode drivers Microkernel

Hardware Abstraction Layer (HAL)

Kernel mode

Hardware



Environment

tem P . i
System Processes Services pplications Subsystems
— Windows
vcHost.Exe Task Manager
WinMgt.Exe Explorer

User
Application

SpoolSv.Exe

Services.Exe

Subsystem DLLs Windows DLLs

NTDLL.DLL

Threads

Kernel
B System Service Dispatcher
(kernel mode callable interfaces) Windows
USER,
I/O Mgr GDI
= = ~ =20 ~
»n 5 = o Z - T =9 ]
Device & 0% = Zg <8 2d 5?5 §§ Egog €32 055 :
: o oE Qg 2w Q= =35 s g o 2 20 £E2¢ Graphics
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Kernel

Hardware Abstraction Layer (HAL)

hardware interfaces (buses, I/O devices, interrupts,
interval timers, DMA, memory cache control, etc., etc.)



NT API stubs (wrap sysenter) -- system library (ntdll.dll)

NTOS Trap/Exception/Interrupt Dispatch
kernel

layer CPU mgmt: scheduling, synchr,
ISRs/DPCs/APCs

Procs/Threads |IPC Object

Drivers Mgr
Devices, Filters, Virtual glue Security
Volumes, Memory

Networking, Caching Mgr /0 Registry

. Graphics

TOS executive layer

S e

Hardware Abstraction Layer (HAL): BIOS/chipset details

CPU, MMU, APIC, BIOS/ACPI, memory, devices

Lorporauon



’ YUSA

Tﬂtiming: Uses Time Stamp Counter (TSC)

Interrupts not charged to threads
Timing and quanta are more accurate

ALPC: Advanced Lightweight Procedure Calls
Kernel-mode RPC
New TCP/IP stack (integrated IPv4 and IPv6)




" tel Core Duo / Core 2 Duo was very expen5|se

odern software in old machines = no

Other mistakes, sure... =, but it’'s an evolution




st general “public”

rhprovements on performance (big mistake in
Vista); What matters is responsiveness !

rnel Dispacher Lock was replaced by “more
complex symbolic system of semantics that lets
threads execute in a more parallel, efficient




where threads will be assigned to groups of
cores.




basically off)

00000000 00000000 00000000 00000001 =




Chang

Lots of DLL refactorlng

APl Sets (virtual DLLSs)
- Working-set management

Runaway processes quickly start reusing o
pages

Break up kernel working-set into multiple
working-sets

Syste







riving force in software innovation:

Amdahl’s Law (1) overtakes Moore’s L
high-order bit
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