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Basics of 
Performance 
Testing



Understand the 
performance of our 

software and when it 
changes

4



The focus for DSI was serving 
the more complex 
requirements of end-to-end 
system performance tests on 
real clusters, automating every 
step including provisioning of 
hardware, and generating 
consistent, repeatable results
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• Full end-to-end automation

• Support both CI and manual testing

• Elastic, public cloud infrastructure

• Everything configurable

• All configuration via YAML

• Diagnosability

• Repeatability

DSI Goals
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• Bootstrap

• Infrastructure provisioning

• System setup

• Workload setup

• MongoDB setup

• Test Control

• Analysis

• Infrastructure teardown

DSI Modules
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<Put Henrik’s examples here>

Configuration Files
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Experiments

Controlling Noise Repeated Test 
Runs (5x)

Canary Tests + 
Real Tests

Most Assumptions 
Were Wrong
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Results

Controlling Noise C3.8xlarge was 
lowest noise

Replaced SSD 
with EBS PIOPS

Disable 
Optimizations
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Decide if 
Perf 

Changed

Have human’s look at the graphs
We have a lot of graphs

Use a threshold 
High false positive and false negative rate. 
Identifies regressions on the wrong commit

Use Math
Use Change Point Detection algorithms and 

modern math. 
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Problem

Problem Statement
Detect which commits change the performance of 
the software (as measured by our performance tests) 
in the presence of the noise from the testing 
infrastructure. 

Change Point Detection
“Change point analysis is the process of detecting 
distributional changes within time-ordered 
observations.” 
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Scaling Our 
Testing
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New Tools
Load Generator – 
Measure 
Everything

More Metrics

Measure System 
Metrics
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Problem is getting harder

More Commits More Tests More Results Per 
Test

A lot more to 
process

X X =
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It Keeps Growing 5-10x a year!
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Variants Tasks Results

2018 10 80

2019 17 170 2,195

2020 24 342 17,240

2021 30 395 157,834

2022 39 655 599,130

recent 54 1,054 1,051,150



Add Process

Throw People At 
the Problem

Dedicated Build 
Barons

Monthly Review of 
Performance

Try to Automate 
More
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Adding Features + 
Updates
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New Dashboards
Compare experiment to mainline

Compare a branch/or feature on to disabled (SBE build)

All enabled from existing, but requiring more work
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Comparing Changes
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Feature Dashboard
SBE Dashboard
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Updating Test Systems

Systems became old!
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Ran several extensive 
experiments

Pinned Systems Must Control Noise
Added versioning to our 
system. Add new 
configurations – phase 
out old ones

How to Upgrade
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Diagnosis
Visualization of telemetry

Profiling support
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FTDC(t2)
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Profiling with Flamegraphs

● Can automatically rerun 
task to 

○ Profile
○ Create Flame Graph

Brendan Gregg FlameGraphs 35



Stability >> Raw Performance
How do you measure stability?

Not well
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Community 
Interactions
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• CFP

• Notes

• Data

• 4 Accepted Papers

Data Challenge
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SPEC-RG
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Screenshot the first page

Hunter Paper Slide
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We have real world problems and would love to work with the community

• Noise Reduction work
• Dbtest.io: “Automated System Performance Testing at MongoDB”
• ICPE 2020: “The Use of Change Point Detection to Identify Software 

Performance Regressions in a Continuous Integration System” (video)
• ICPE 2021: Creating a Virtuous Cycle in Performance Testing at 

MongoDB
Our code is open source: signal-processing-algorithms, infrastructure code

Work With Us
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For academics

 Consider the practical implications
 Humans have to use these things and they have to scale
 There are always things we need to work on. We don't need to find the optimal solution for 

anything, just a good enough solution for the most important things.

Practitioners

 Automate everything. Consider the humans. Leverage what's out there, and share what you 
learn

Final Thoughts

43



Thank You
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