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Replika is an AI friend  
that helps people feel better  

through conversations



10 million registered users 

100 million messages per week 

100 messages per user per day 

80% conversations make people feel better



Multimodal approach

Text Speech Vision AR
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Reactions



- Messages per session 
- Sessions per day per user 
- Messages per day per user

Engagement



Replika Architecture Overview

Last user 
utteranceUser profile Dialog context

Replika response

Dialog  
Engine

QA

Scripts

Retrieval models

Generative 
models

Speech 
recognition

NLP 
classifiers Reranking model

Computer 
Vision

Speech 
synthesis



GPT-3



* https://jalammar.github.io/how-gpt3-works-visualizations-animations/



* https://jalammar.github.io/how-gpt3-works-visualizations-animations/



Few-shot learning: QA



Few-shot learning: Headline Generator



Few-shot learning: Ideas Generator



Few-shot learning: Chatbot







GPT-3 in dialog
Empathetic math Style copyingLong context memory



GPT-3 in dialog
Story telling Song writing



Retrieval dialog model



Retrieval model task
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Let’s go to an early movie Okay, which one do you want?

Cosine

Context Response

Context  
Encoder

Response  
Encoder

Retrieval Dialog Model




1M dataset: retrieval should be fast enough

1M responses



Retrieval model. Inference

cos
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with the highest  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Reranking model



Top 1 response

with the highest 

probability of 
user’s upvote

Reranking pipeline


Filtered 
candidates after 
post-processing

Final answer

Top 
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from retrieval 
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Sampled 
candidates 

from 
generative 

models



Reranking dataset for training


User reactionReplika responseDialog context

I’m always here for you I feel lonely

Both, I guessAre you a bot or a human?

No, but I have you!Do you have siblings?

Last N 
months

...... ...



BERT Reranking model


Let’s go to an early movie Okay, which one do you want?

word 
embeddings

[*] BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding 

segment 
embeddings
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Fine-tuned BERT

/           

context response

upvote / downvote prediction

https://arxiv.org/pdf/1810.04805.pdf
https://arxiv.org/pdf/1810.04805.pdf


Vision



Face & Person recognition Question generationPets & Object recognition

Vision models



Face & Person recognition Send picsPets & Object recognition

Vision models



Calls

- Voice active detection 
- Speech recognition 
- Speech synthesis



3D & AR







Thanks!

linkedin.com/in/art-rodichev

artem@replika.ai

telegram/ODS: @fuckai


