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Motivation

Challenge: How to reduce the high query complexity of black-box attack remains 
an open problem.

Model stealing attacks can replicate the functionality of target model. 

How about counterfeit the target model by using a substitute model to 
transfer the query stress?

However, the training requires querying the target model. Consequently, the 
query complexity remains high, and such attacks can be defended easily.



• How to train a substitute model without the target model requirement 
is worthy of further exploration.

One network simulates them all!
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Method
Two stages: meta-training and attack stage.
Training: we collect intermediate query sequences generated by attacking different 
existing networks. Each sequence is divided into meta-train and meta-test.



Method

Attack stage: warm-up phase, and alternately passing queries to the Simulator and 
the target model.





Results Untargeted Attack in CIFAR-10/CIFAR-100



Results Targeted Attack in CIFAR-10/CIFAR-100



Results

Untargeted attack under ℓ∞ norm attack in TinyImageNet dataset

Targeted attack under ℓ2 norm attack in TinyImageNet dataset



Comparisons with SOTA Methods under 
different maximum queries

PyramidNet-272 in CIFAR-100 ResNext-101 (32×4d) in TinyImageNet DenseNet-121 in TinyImageNet



Results of attacks on defensive models

untargeted attack under ℓ∞ norm attack in TinyImageNet

Untargeted attack under ℓ∞ norm attack in TinyImageNet dataset
CD: ComDefend
PCL: prototype conformity loss
FD: Feature Distillation



Conclusions

• A novel black-box attack
• Improving the query efficiency by training a generalized substitute model.

• A new type of security threat upon eliminating the target model in training.
• The adversary with the minimal information about the target model can also counterfeit 

this model.

• A new way to use meta-learning
• The mean square error (MSE)-based knowledge-distillation loss carries out the inner and 

outer loops of meta-learning.

• A query-sequence level partition strategy is adopted to divide each task into meta-train 
and meta-test sets.


