TDABO1 Probability and Statistics

Maryna Prus
IDA, Linkoping University

Lecture 11: Regression



Overview

» Linear regression
» Estimation: Least squares method

» Multivariate and polynomial regression



Regression

» So far: Distribution of one random variable

» Data: xi,...,Xp

» Relation between two (or more) variables

» Data: (x1,y1)s---, (Xn,¥n)

> Regression: Type of relation between variables

» Y - response variable or dependent variable

» X - explanatory variable, independent variable, also called predictor

» Example: X - year, Y - population



Linear regression

» One explanatory variable X, assumed known, i.e. not random.
» Regression model / function:
J(x) = E(Y|X =x) = o+ frx

» Can also be written as
Y = /30 + ﬂlx +e

» & is random variable with zero mean, often & ~ N(0,¢?)

» ¢ called error term or random error



Example: Cars data
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Estimation: Least squares method

» Data: (x1,)1),--, (Xn, ¥n)
» Regression line [y + $1x provides the forecasts

}/},:50+B1X,', i:1,...,n
» Residual at x;:
e=yi—Yi
» Least squares method: Choose By and (31 that minimize sum of the
squared residuals

Q= Zn: e = zn: (vi = Bo - Bix;)°

i=1

N
-

Solution:

pr = Sy _ Zia(i=X) (i~ ¥)
1 SXX ZF:I(XI' 7)?)2




Example: Cars data, cont.
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R-code: See file LinReg



Estimation: ML method

» ML method: Choose values of By and (51 that maximize the probability
(density) of the data. Assume independent normally distributed error
terms (€1,...,€n)

» Then Y; ~ N(Bo + Bixi,0°)
» Likelihood function:

L(Bo. 52) = T ] ()

L(Bo, B1) = (\/%) eXP(‘%i(Yi—ﬁo—ﬁlxl‘f)

» Log-likelihood function:

InL(Bo, B1) = Z = Bo = Bixi)*

=1

where ¢ = —nln (\/ 27ra2) is constant, i.e. independent of 3y and (1

» Maximizing In L(5o, 81) is the same as minimizing Y./, (vi — Bo — ﬁlx,-)2

» ML estimators are the same as LS estimators!



Example: Quadratic regression
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Multivariate and polynomial regression

> More than one explanatory variables

> Regression function:
§=E(YIX® =x® xR
and explicitly
9= Bo+ Bix + -+ Bix
» Can also be written

k)

y=Bo+BixP 14 Bix® e

» Least squares: B = (ﬁAo,Bl, e ,3;() = (XTX)'X"y where
1 xl(l) .. xl(k) )%

X = y=

1 x,sl) x,sk) Yn
> Polynomial regression

y:ﬁo+ﬁ1x+ﬁzx2+--~+ﬂkxk+a



Thank you for your attention!



