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• Two main challenges of inferencing large scale models
• High memory consumption: 40G A-100 for a ~20B model (FP16)
• Slow speed: ~30ms for a token using GPT-J (6B)

• Quantization is one promising approach, but QAT …
• Data unavailable: private or confidential issues
• A large number of GPUs: retrain large model
• Time consuming: hyper-parameter tuning

Challenges of inferencing large scale models 
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Adv. and Disadv. of post-training quantization

• PTQ has better compression efficiency
• Portion of training data
• A small amount of GPUs
• Little to no retraining 

• Directly applying PTQ leads to accuracy loss
BERT-Base GLUE Performance with various precisions

5



Adv. and Disadv. of post-training quantization

• PTQ has better compression efficiency
• Portion of training data
• A small amount of GPUs
• Little to no retraining 

• Directly applying PTQ leads to accuracy loss
Zero-shot evaluation of GPT-3-350M with various precisions
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Why PTQ does not work

• Dynamic activation range
• Different tokens have dramatically different activation ranges

• Different ranges of neurons in weight
• No enough precision left for small-range neurons
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ZeroQuant: INT8 without Compression Cost
• Quantize large-scale models within limited time/resource budget

Quantization Aware Training

FP16/FP32 Model

Training Data

Training GPUs Parameter Tuning

Quantized INT8 Model

Retraining Evaluation

8

ZeroQuant (No data or GPU needed for compression)

• Fine-grained quantization schemes to reduce quantization error

• Specified INT8 kernels to get real latency reduction



ZeroQuant: INT8 without Compression Cost
• Quantize large-scale models within limited time/resource budget
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ZeroQuant: INT8 without Compression Cost
• Quantize large-scale models within limited time/resource budget
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ZeroQuant (No data or GPU needed for compression)
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+ Quantize
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ZeroQuant: INT8 without Compression Cost
• Quantize large-scale models within limited time/resource budget
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BERT-Base GLUE Performance with QAT and PTQ



ZeroQuant: INT8 without Compression Cost
• Quantize large-scale models within limited time/resource budget
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GPT-3-Style 125M Ave. over 19 
Tasks

Wikitext (lower 
better)

# GPUs for 
Compression

Time for 
Compression

Data 
Requirement

Baseline, FP16 36.31 29.4 N/A N/A N/A
QAT, INT8 35.99 33.24 32 20 hours Yes

ZeroQuant, INT8 36.32 29.5 None None No

GPT-Neox 20B LAMBADA PIQA Ave. over 19 
Tasks

# GPUs for 
Compression

Time for 
Compression

Data 
Requirement

GPU x
Latency (ms)

Inf Cost 
Reduction

Baseline, FP16 71.7 77.7 50.44 2x65 1x
QAT, INT8 -- -- -- 96 20 days Yes -- --

ZeroQuant, INT8 71.9 78.3 50.38 None None No 1x25 5.2x



Layer-by-layer knowledge distillation

• Knowledge distillation for even lower-bit quantization
• Hold a teacher and a student model together
• Several copies (gradient, first/second order momentum) of the weight
• Original training data

• To resolve those, LKD is proposed

Layer 1 Layer 2 … Layer k-1

Layer k

Quantized
Layer k

Hk-1

Hk

Quantized
Hk

Only optimize this part
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Layer-by-layer knowledge distillation

• Knowledge distillation for even lower-bit quantization
• Hold a teacher and a student model together
• Several copies (gradient, first/second order momentum) of the weight
• Original training data

• To resolve those, LKD is proposed
• No need a separate teacher
• Reduced memory overhead
• Work even without original training data
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Mixed-precision results with LKD

• Without tuning, LKD 
• ~1 point gain with 31s on BERT-base

BERT-Base GLUE Performance with QAT and PTQ
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Mixed-precision results with LKD

• Without tuning, LKD 
• ~1 point gain with 31s on BERT-base
• >3% acc and 50 PPL gain on GPT-3-350M

Zero-shot Eval Performance of GPT-3-350M
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Mixed-precision results with LKD

• Without tuning, LKD 
• ~1 point gain with 31s on BERT-base
• >3% acc and 50 PPL gain on GPT-3-350M

• With tuning (LR and Iter)
• Extra ~0.5 gain with in total 36 GPU hours for all tasks on BERT-Base
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LKD without original training data

• A good data resource can provide similar model accuracy
• Random data gives accuracy boost compared to ZeroQuant (no LKD)

Zero-shot Eval Performance of GPT-3-350M with W4/8A8
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Try to Understand two things …

• What method is better for LLM PTQ?
• Particularly, GPTQ and LKD

• Can existing methods push LLMs to even lower precision?
• E.g., W3A16 or W2A16 
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Comparison between GPTQ and LKD

• GPTQ solves                               using second order methods
• ZeroQuant-Global solves                                using LKD for an layer
• ZeroQuant-Local solves                                using LKD
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Comparison between GPTQ and LKD

• GPTQ works better for weight-only quantization
• ZeroQuant works better for weight&activation quantization
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Extra-low precision

• Either GPTQ or LKD can make extra-low precision work
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Extra-low precision

• Either GPTQ or LKD can make extra-low precision work
• Low rank compensation (LoRC)
• Wfinal = Wquant + UV, where UV = SVD(W-Wquant) with rank=8
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How can we quantize activation?

• Activation’s outlier is the killer for quantization
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How can we quantize activation?

• Activation’s outlier is the killer for quantization
• INT format: capture outliers but lose accurate representation for small values
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How can we quantize activation?

• Activation’s outlier is the killer for quantization
• INT format: capture outliers but lose accurate representation for small values

• Floating point format is designed for dense+outlier distribution
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FP vs. INT results

• OPT families
• INT+INT does not work; X+INT works
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FP vs. INT results

• OPT families
• INT+INT does not work; X+INT works

• LLaMa families
• INT+INT < X+FP
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Thank You for Listening!
zheweiyao@gmail.com
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