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Abstract

Financial news is an important source for peo-
ple to learn information in financial field, such
as the variation in stock market. News could
also be a key factor to forecast change in the
stock market. In this report, we introduce dif-
ferent methods we tried to predict the change of
stock price by using financial news, including
Bag-of-Words, AutoPhrase, LSTM, and BERT.
Our experiments demonstrate that BERT out-
performs other models.

1 Introduction

Nowadays, we are seeing a great amount of data
generated everywhere. The Data will bring us
both challenges and opportunities. As AutoPhrase
(Shang et al., 2017) is developed, an automated
and domain-independent phrase mining method,
we see its potential to be used on extracting quality
phrases from numerous daily financial news and
editorials, to improve the current data prediction
model using bag-of-words and other conventions as
its entry. This experiment could be very promising
since it can be a quick classifier of long text reports.
Analysts then may use the result as a supportive
reason for future investments. Thus, adapting this
method could improve the efficiency with the same
accuracy if used properly.

In this project, we will give a report of model
analysis among conventional methods and Au-
toPhrase on predicting the change of stock price
(increase or decrease). We will also include
the comparison between the performances of Au-
toPhrase and deep learning methods on predicting
the change of the stock price.

2 Dataset

2.1 Financial news dataset
We mainly use reports and news from Yahoo Fi-
nance as the input of our models. We found articles
that only mention a single company to prevent the

noise. For our input, there are two main types of
articles: analyst report and press release news. We
searched for the articles under “press releases” and
“research reports” categories on the web page of a
company and used beautiful soup to scrape the arti-
cles. We plan to collect news about 30 companies
and 30-50 articles within the past one year for each
company to test our models.

2.2 Stock price dataset

Our stock price dataset is from a kaggle project
that updates all stock prices regularly and has been
verified. The raw dataset covers 1657 major nasdaq
stock prices from their beginning to present. We
are selecting one at a time, and compute its 5-day-
average, 10-day-average and so on from the time
a particular piece of news is released. We started
with Apple Inc. to test our methodology and to try
automations. (Mooney, 2020)

2.3 Positive and negative words in financial
news dataset

We utilized the “Financial positive and negative
terms list” created by Bill McDonald. This dataset
contains common positive and negative words in
financial news. The dataset contains 354 positive
words and 2350 negative words. It helps us to
determine the attitudes of financial news articles.

2.4 FinancialPhraseBank dataset

This dataset contains the sentiments for financial
news headlines from the perspective of a retail in-
vestor. And it contains two columns, "Sentiment"
and "News Headline". The sentiment can be nega-
tive, neutral or positive. (Malo et al., 2013)

3 Models

In this section, we introduce each model, including
the methods, algorithm, and details about them.



3.1 Baselines

We used the Bag-of-Words method to generate the
baseline model. After removing stopwords, remov-
ing punctuation, and stemming the text, we per-
formed Bag-of-Words to get the top n words with
the highest frequencies. Then we compare the ex-
tracted words with positive and negative words in
the financial news dataset. If the number of posi-
tive words is larger than that of negative words in a
document, we give the output as “True”. Below is
how the model works:

1#create a dictionary (dict) that
contains each word (key) in the
document with the number of times it
appears in the text (value)

2positive_word_count = 0
3negative_word_count = 0
4for each high frequency word do
5if word in positive_word_list
6positive_word_count += dict[word]
7else if word in negative_word_list
8negative_word_count += dict[word]
9
10if positive_word_count >

negative_word_count
11Output: True
12else
13Output: False

3.2 AutoPhrase Model

After building the baseline model, we tried to ex-
plore more methods to predict the change of stock
price. Instead of using native methods like Bag-of-
Words to extract the words in articles, we consid-
ered to extract high-quality phrases. Therefore, we
utilized AutoPhrase to perform phrase mining tasks.
AutoPhrase is a framework that extracts quality
phrases from text (Shang et al., 2017). After run-
ning AutoPhrase, we will get the top high-quality
phrases in an article with their scores. We will then
use the positive and negative word lists to deter-
mine the attitude of the words. Finally, we use the
scores and their attitude to predict the stock price
change. Below is how we get the score for each
extracted phrase:

1for each high quality phrase do
2Split phrase into words
3coefficients = list()
4for each word do
5if word in positive_word_list
6Append 1 to coefficients
7else if word in

negative_word_list
8Append -1 to coefficients
9if sum of coefficients = 0
10coefficient = 0
11else if sum of coefficients >= 1
12coefficient = 1

13else
14coefficient = -1
15score of phrase = original score *

coefficient

By following the method above, we get an adjusted
score for each phrase. We then train an SVM clas-
sifier to make the prediction.

3.3 Doc2vec and LSTM Model

Given that the board of the company will always
try to make a development plan, no matter short
term or long term, we know that there might be
some connections between each financial report
in the analysis of these financial decisions. Thus,
we tried to use the Doc2vec model to create nu-
merical representation of documents. Compared
to the Bag-of-Words model, it was designed to ad-
dress the problem of word order and syntax that
BoW has, and after the Doc2vec model is trained,
we can also fit in a new sentence and predict its
paragraph vector, and that will be very useful in
our stock price movement prediction because that
means every time we have a new financial article,
we can find its corresponding paragraph vector and
used as the input for our prediction model. We
are going to use LSTM for our prediction model.
LSTM stands for Long Short Term Memory Net-
work, and it’s a special version of Recurrent Neural
Network(RNN). As shown in the graph(Figure 1)
below:

Figure 1: Work Flow of the LSTM Model

The LSTM architecture has a large range of mod-
ules for each time step update, and the output of
each step update is controlled by a series of gates,
which either add or remove the information from
being updated to the cell state. With that being said,
we will first obtain our vector embedding matrix
from our Doc2vec model, and then we will fit in the
embedding matrix as a weight to train our LSTM
model, and from that we are able to predict the



movement of stock price from specific time span
given the financial news documents. But the prob-
lem right now is that we do not have a large enough
news article dataset to do proper neural network
training, and the performance that we got from the
current dataset that consists of a 30-ish number of
financial reports is relatively trivial. However, our
team has already found a new way to scrape the
news articles and financial reports from the web-
site and we should be able to test the model on
a large scale of news sources. Even though we
don’t have the ideal result on our own dataset, we
did test the model on a sentiment analysis dataset
(Malo et al., 2013) that was found online consist-
ing of only the financial news headlines, and a
sentiment(neutral, positive, negative) assigned by
a retail investor. And this dataset really shows us
that Doc2vec and LSTM model has the potential to
work with financial news and gives relatively good
classification on binary labels.

3.4 BERT Model

While the main advantage of LSTM is that it keeps
the long-term dependencies, BERT does more so
we chose it to be the state of the art of our project.
Upon our findings, we find that BERT is extremely
helpful on our sentiment analysis model and good
for our stock prediction. We could see from a typi-
cal BERT process illustrated by Devlin et al. The
process(Figure 2) is in two parts. The pre-training
process is using a model that can learn language
well in an unsupervised way. By using the Masked
Language Model, or MLM, BERT is able to read
from left to right at the same time it reads right
from left. This feature enables BERT to learn a
sentence but not to learn a sequence of words. Be-
sides, BERT is also implemented by NSP, or Next
Sentence Prediction. This algorithm does a classifi-
cation problem: if the some sentence B is following
sentence A correctly, which guarantees an overall
paragraph understanding by linking every sentence
together. By bringing MLM, and NSP, we will have
a very good understanding of the whole paragraph,
knowing almost the true meaning of each word,
sentence, and all. Lastly, since BERT is built on
transformers, it can be accelerated by GPU execu-
tive units by doing parallel computing, which not
only provides us learning performance, but also
lower the computing requirements by improving
its efficiency. BERT is also the first NLP technique
that relies on self-attention mechanisms. This gives

Figure 2: BERT Process Representation

BERT the ability to determine the change of mean-
ing of the words. As Lutslevch suggests in the edi-
torial, the word “is” often changes meaning when
the paper goes. BERT, however, could often make
a good association with the correct one. “ That
boy says the animal beside his mom is a cat. He
is correct. It is an American Short-hair cat.” In
these sentences, the word “is” changes its meaning
three times and BERT is designed for distinguish-
ing these.(Devlin et al., 2019)

In the second phrase, BERT provides an ex-
tremely simple way to do the fine-tuning pro-
cess. By adding one layer upon, one could already
achieve a desirable output. Our approach is based
on finBERT transformer from Hugging Face. After
configuring the required packages and loaded the
model, one should expect similar result and accu-
racy as writer’s. The model we used is trained by
Financial Phrase Bank by Malo et al.(Malo et al.,
2013) This phrase bank is designed to train a finan-
cial sentiment analysis model, so we seeing it is a
suitable model for our stock prediction pretrained
model. As it is already tuned for analyzing sen-
timent for the financial texts, it could be mapped
to our stock predictions situation. Since we are
lacking resources of fetching enough news to pre-
train this model particularly in our case, we have
to choose accept this model and do classification
upon this.

4 Results

4.1 Baselines

We experimented with different n and tried to pre-
dict the change of stock price of Apple Inc. after
5 days, 10 days, and 30 days of the news pub-
lished date. We used 30 articles to test the model.
The graph(Figure 3) below shows the change of
accuracy. We could see that the baseline model
performs the best for n=2000 and the stock price
changes after 5 days, with an accuracy of 0.57.



For the prediction of the stock price change after
15 and 30 days, we did not get good results. In
our other model, we will use more sophisticated
models to achieve better accuracy.

Figure 3: Performance of baseline model

4.2 AutoPhrase Model

We trained an SVM classifier with 100 news arti-
cles about Apple Inc. and predicted the stock price
change by using 30 articles. The results we got
for predicting the stock price change 5(Figure 4),
15(Figure 5), and 30 days(Figure 6) after the new
publication date was 0.6, 0.58, 0.55, respectively.
We have also created the confusion matrices for the
results. In the graphs below, we could see that the
model performs relatively well when the ground
truth is 1. However, one problem is that the ground
truth labels we used were imbalanced, as there’re
more 1s than 0s in the ground truth labels. We
could increase the size of data if we have more
time.

Figure 4: Confusion matrix of prediction by AutoPhrase
model for stock price change after 5 days

Figure 5: Confusion matrix of prediction by AutoPhrase
model for stock price change after 15 days

Figure 6: Confusion matrix of prediction by AutoPhrase
model for stock price change after 30 days

4.3 Doc2vec and LSTM Model

We first tried to apply the Doc2vec and LSTM
model on 30 financial news documents and stock
price dataset, and then we predict the change of
stock price of Apple Inc. after 5 days(Figure 7),
10 days(Figure 8), and 20 days(Figure 9) from the
news published date. And the accuracy we got on
the test set was around 0.6. We also obtained con-
fusion matrices for these 3 categories respectively.

Although the accuracy for this dataset might
not represent the true case due to the insufficient
amount of training dataset we have, we still ap-
ply the model to a larger dataset we found online
for sentiment analysis of financial news headlines.
And note that it also has the binary labels where 0
stands for positive, 1 for neutral, and 2 for negative.
And here below are the confusion matrix(Figure 10)
for this classification process and accuracy(Figure
15) and loss(Figure 16) curves over the 50 epochs.

From these results, we can see that the confusion



Figure 7: Confusion matrix of prediction by LSTM
model for stock price change after 5 days

Figure 8: Confusion matrix of prediction by LSTM
model for stock price change after 10 days

matrix is acting normally, and the model gives an
accuracy of 0.66 for the test set and 0.67 for the val-
idation set. Therefore, we confirmed the model’s
capability of predicting binary labels based on fi-
nancial news dataset.

4.4 BERT Model

Built on finBERT model, we shall expect any text
corpora has a output like Figure 11. Logit is the

Figure 9: Confusion matrix of prediction by LSTM
model for stock price change after 20 days

Figure 10: LSTM Classification Confusion Matrix

possibility that the model predicts of [positive, neg-
ative, neutral] for each sentence. And the predic-
tion label is determined by logit where simply takes
the largest possibility as the label. We also have
a weighted sentiment score accordingly. We se-
lect the sentiment score and prediction label to
create one extra machine learning layer to predict
the stock price trend.(pro)

We can see from the confusion matrices(Figure
12, 13, 14) that the predictions are fairly accurate.



Figure 11: Raw Output of finBERT.predict

Though the dataset is too small to be conclusive, we
already have a great trend that the true predictions
are much higher than false predictions no matter
the labels distribution goes. This reveals BERT’s
potential to outperform any other existing models
and may surprise us after a more thorough fine
tuning with more datasets. Please note that BERT
model are based on a smaller subset dataset than
other models, since finBERT is not supporting GPU
at our end which takes disproportionate time, and
the running results are inconclusive.

Figure 12: Confusion Matrix of BERT by week.predict

5 Discussion & Conclusion

In sum, we have worked on combination of conven-
tional machine learning models, the AutoPhrase
models. We have also worked on Deep Learning
models like LSTMs, and BERT. In our preliminary
analysis by far, we’ve seen that AutoPhrase has
roughly the same performance as LSTMs. And
BERT outperformed LSTMs, and all other models.
However, we do see limitations that this BERT sen-
timent analysis model is not perfect for stock price
prediction. There are still works to do to enhance
its performance, a current 72% to as high as 85%

Figure 13: Confusion Matrix of BERT by month.predict

Figure 14: Confusion Matrix of BERT by quar-
ter.predict

(Wells, 2020), which is an theoretical result after
we are able to acquire diversified data. We may
also take steps further to run simulations of this
predictor and to feed it into RNN models, which
we will continue working on.

The model comparison does not have a solid
conclusion set in stone. Due to our team works
on this project in the middle of transition of x86
to ARM, some packages are not applicable and
costs extra time, which is the main reason that the
models are tested on different test set. At this point,
we are expecting deep learning model, especially
BERT works better in this task. We will continue
working on this project and expand it to a broader



selection of stocks.

6 Appendix

Figure 15: Model Accuracy over 50 Epochs

Figure 16: Model Loss over 50 Epochs
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