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Abstract
Kaqchikel is a language in the Mayan language family,
spoken in Guatemala by about 410,000 people. As
of this writing, there are no existing Natural Lan-
guage Processing (NLP) application for this Mayan
language, which leads to a lack of tools that could be
implemented to help preserve the language in an ad-
vancing and globalized world. The text classification
will use a Term Frequency- Inverse Document Fre-
quency (TF-IDF) parallel model and a parallel Naive
Bayes algorithm to be evaluated on the Kaqchikel
Chronicles, a collection or rare pre-colonial texts. The
NLP pipeline developed may make contributions to
TextAnalysis.jl, MLJ.jl, and within the Julia NLP
ecosystem in general. The code can be found here.

NLP Pipeline

Corpus
The corpus used involves one novel corpus which “was
constructed from existing religious texts, spoken tran-
scripts, government documents, medical handbooks,
and other educational books written in Kaqchikel”
[11][12]. As from the metadate of the corpus, it
contains approximately 0.7 million word tokens and
29,355 word types[11][12]. While the novel corpus is
great as a huge potential for data mining purposes
thank to the large extent of word tokens available, la-
beling the corpus for sentiment analysis and ensuring
proper translation was not able to be done in time
for the scope of the project. Instead, labeling senti-
ment and ensuring a one-to-one mapping for transla-

Figure 1: NLP Pipeline
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https://github.com/Chok-Ketzamtzib/18337-project-kaqchikel-NLP


tion purposes, the other corpus used is the Kaqchikel
Chronicles [7]. The issue with the Kaqchikel chroni-
cles to note is that since it is mostly a religious and
historical texts with a lot of it written in a poetic
way in Kaqchikel and more formal, it would not be as
accurate to how the modern Kaqchikel Maya speak
as it would have done with examples of speeches from
the novel corpus from Dr. Tang and Dr. Bennett. If
you would like to view the novel corpus itself, please
reach out to Dr. Tang and Dr. Bennett at [11] or [12].

Procedure
1. Create a Kaqchikel Database from dictionaries

or existing databases
2. Perform text preprocessing by removing cases,

numbers, HTML tags and punctuation (except
glottals?)

3. Create the TF-IDF matrix with TextAnalysis.jl
4. Create the Corpus object from the matrix
5. Pass Corpus object to default Naive Bayes Clas-

sifier from TextAnalysis.jl
6. Evaluate the Pipeline
7. Parallelize and optimize the TF-IDF matrix por-

tion in terms of feature extraction [5]
8. Parallelize and optimize the TF-IDF matrix por-

tion in terms of feature extraction [5]
9. Compare results with the new pipeline with pre-

vious pipeline

Parallel Naive Bayes Classifier
P (c|x) = P (x|c) ∗ P (c)/P (x)

The idea for the parallel Naive Bayes Classifier comes
from source [5] and [10].

Contributions to the Julia Text
Ecosystem
While still in the initial stages, here is the pull request
for adding Kaqchikel data to the Julia NLP libraries
here. The pull request will allow TextAnalysis.jl to

then perform the TF-IDF matrix and use the naive
bayes classifier function on Kaqchikel.
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