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Abstract
We study the continual pretraining recipe for scal-
ing language models’ context lengths to 128K,
with a focus on data engineering. We hypoth-
esize that long context modeling, in particular
the ability to utilize information at arbitrary in-
put locations, is a capability that is mostly al-
ready acquired through large-scale pretraining,
and that this capability can be readily extended
to contexts substantially longer than seen during
training (e.g., 4K to 128K) through lightweight
continual pretraining on appropriate data mix-
ture. We investigate the quantity and quality of
the data for continual pretraining: (1) for quan-
tity, we show that 500 million to 5 billion to-
kens are enough to enable the model to retrieve
information anywhere within the 128K context;
(2) for quality, our results equally emphasize do-
main balance and length upsampling. Concretely,
we find that naı̈vely upsampling longer data on
certain domains like books, a common practice
of existing work, gives suboptimal performance,
and that a balanced domain mixture is impor-
tant. We demonstrate that continual pretraining
of the full model on 1B-5B tokens of such data
is an effective and affordable strategy for scaling
the context length of language models to 128K.
Our recipe outperforms strong open-source long-
context models and closes the gap to frontier mod-
els like GPT-4 128K.

1. Introduction
A context window of 128K tokens enables large language
models to perform tasks that significantly beyond exist-
ing paradigm, such as multi-document question answer-
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ing (Caciularu et al., 2023), repository-level code under-
standing (Bairi et al., 2023), long-history dialog model-
ing (Mazumder & Liu, 2024), and language model-powered
autonomous agents (Weng, 2023). A popular testbed for
whether models can actually utilize long context length
is the recent Needle-in-a-Haystack test (Kamradt, 2023),
which asks the model to precisely recite the information
in a given sentence where the sentence (the “needle”) is
placed in an arbitrary location of a 128K long document (the
“haystack”). In the open-source space, although works like
LongLoRA (Chen et al., 2023b) and YaRN-Mistral (Peng
et al., 2023) theoretically support 100K context, they are
not able to pass this test at such context lengths, as shown
in Fig. 1. Currently, only closed-source frontier models like
GPT-4 128K have demonstrated strong performance on the
Needle-in-a-Haystack test.

This work investigates data engineering methods for scaling
language models’ context lengths. Our objective is to con-
tinue pretraining the language model on appropriate data
mixtures such that it can pass the Needle-in-a-Haystack test
at 128K length. Given that most existing models are trained
on less than 4K context length (Touvron et al., 2023a) and
that attention has quadratic complexity, continual pretrain-
ing with full attention on much longer context lengths (we
train on 64K-80K context lengths) may seem prohibitively
costly at a first glance. However, we show that this is feasi-
ble under academic-level resources (see Table 2). We use
LLaMA-2 7B and 13B as our base models. We do not make
any significant change to model architecture other than ad-
justing the base of RoPE, as in Xiong et al. (2023). Our
major focus is the data recipe: what and how much data is
able to well-adapt a model to pass the Needle-in-a-Haystack
test at 128K context length.

We hypothesize that the capability to utilize information at
arbitrary locations within long context length is (mostly)
already acquired during pretraining, even for models pre-
trained on substantially shorter 4K contexts. This hypothe-
sis is in contrast to existing works like Xiong et al. (2023);
XVerse (2024), which perform continual pretraining on a
large amount of data (400B tokens) to inject long-context-
modeling capabilities; in this strategy, the cost can be as
high as pre-training from scratch. In this work we show
that continual pretraining on a small amount of long-context
data, in our case, 1-5B tokens, can “unlock” a 7B model’s
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LMSys LongChat v1.5 7B 32K, acc 18.0 Together AI LLaMA-2 7B 32K, acc 27.9 LLaMA-2 7B LongLora 100K, acc 70.0

OpenAI GPT-4 128K, acc 87.1YaRN Mistral 7B 128K, acc 57.4 Ours LLaMA 7B, post-trained on 80K, acc 88.0
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Needle-in-a-Haystack sentence retrieval test, comparison between our method v.s. baselines v.s. GPT-4

Figure 1. Needle-in-a-Haystack test (Kamradt, 2023) performance comparison. The x-axis denotes the length of the document (the
“haystack”); the y-axis indicates the position that the “needle” (a short sentence) is located within the document, from 1K to 128K tokens.
For example, 50% indicates that the needle is placed in the middle of the document. A red cell means the the language model cannot
recite the information in the needle, and a green cell means the model can. A white dashed line means models’ continual pretraining (or
finetuning for instruction-tuned models) context length; thus the area to its right indicates length generalization. Most existing open-source
models make mistakes when the document is long. Our post-training recipe demonstrates strong performance up to about 100K length.

capability of precise retrieval over much longer context
lengths than seen in original pretraining.

We further show that upsampling long sequences while re-
taining the domain mixture of the pretraining corpora is
crucial for context scaling, yet overlooked by existing works
(Table 1). Most existing works are based on the following
intuition: to model long-range dependencies one needs long
sequence data, which domains like books provide; there-
fore, it is necessary to upsample domains containing long
sequences in the data mixture, as done by LongChat 32K (Li
et al., 2023a) and YaRN Mistral 128K (Peng et al., 2023).
However, we show that this intuitive solution is suboptimal
because, as we observe, this results in perplexiy degrada-
tions in other domains (Table 5). Instead, a data mixture that
keeps the domain mixture ratio the same as the pretraining
mixture, and then upsampling long sequences within each
domain gives the most stable performance gain. We give ev-
idence that this is the primary reason our solution improves
long context tasks while maintaining short context perfor-
mance, compared with strong baselines like YaRN-Mistral
128K (Peng et al., 2023) and LongLoRA 100K (Chen et al.,
2023b).

In summary, we propose a concrete data recipe for scal-
ing language model context length to 128K, specifically,
which involves continual pretrain the full-attention model
on 1-5B tokens of per-source-length upsampled data. We
show that our recipe results in 7B and 13B LLaMA-2 of
strong long-context performance, substantially closing the
gap to frontier models like GPT-4 128K on the Needle-in-
a-Haystack test, opening future possibilities of studying

long-context modeling under academic budgets.

2. Background
Frontier language models feature extremely long context
lengths, such as OpenAI’s GPT-4 Turbo 128K (Nov 2023)
and Anthropic’s Claude-100K (May 2023). In the regime
of 100K, a wide array of new applications emerge, such
as repo-level code understanding (Bairi et al., 2023), long-
history dialog modeling (Mazumder & Liu, 2024), and lan-
guage model-powered autonomous agents (Weng, 2023). A
recent testbed for long-range capabilities is the Needle-in-
a-Haystack benchmark, first proposed by Kamradt (2023)
in Nov 2023. This benchmark asks the language model
to recite the information in a “needle” sentence (“The best
thing to do in San Francisco is eat a sandwich and sit in
Dolores Park on a sunny day”) that is randomly inserted at
an arbitrary location in a long essay. Since its release, it has
become a popular sandbox for testing whether models can
utilize 100K+ context lengths, as it differentiates models
that can precisely recite the given information at arbitrary
input location versus those models that cannot. So far there
is neither public knowledge nor open-source work about
achieving precise retrieval anywhere at this scale to the best
of our knowledge.

This work improves the long-context capability over strong
open-source baselines, and closes the gap to GPT-4 on the
Needle-in-a-Haystack benchmark, as demonstrated in Fig. 1.
Our baselines here include LMSys’ LongChat v1.5 32K (Li
et al., 2023a), Together Compute’s LLaMA-2 32K (To-
gether, 2023), YaRN Mistral 128K (Peng et al., 2023), and
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Table 1. Major differences between our method v.s. existing work from a data perspective, which we view as critical for extending context
length. Our data mixture differs from previous work in three ways: (1)length of continual pretraining data: we use 80K compared to
Together's 32K, which does not generalizes beyond 32K; (2)data mixture: we use SlimPajama which has balanced domains compared
to LongChat, which uses dialog-only; (3)length upsampling: we upsample long sequences compared to LongLoRA, which does not.
Despite the subtlety of these details (e.g., many of these details are just mentioned as a single line in previous works), we �nd that these
details are crucial for performance on long-range retrieval.

Existing data solution Our solution

Together LLaMA-2 32K Train on 32Klength Train on 80Klength
LongChat v1.5 32K Train on 32Klength dialog data Train on 80Klength-upsampled SlimPajama
YaRN Mistral 7B 128K Train on 16K without length-upsampling Trained on length-upsampled SlimPajama
LongLoRA 100K Train on Redpajama no length upsamplingWith length upsampling

LongLoRA (Chen et al., 2023b), which are so far the top
open-source long-context language models. These works fo-
cus on different aspects of long-context language modeling.
For example, YaRN (Peng et al., 2023) focuses on positional
embeddings, LongLoRA (Chen et al., 2023b) focuses on
ef�cient attention, and Together (Together, 2023) focuses on
a full-stack solution. Our work focuses on data-engineering,
and identi�es critical data aspects for extending language
models' long-term dependency modeling to much longer
contexts than seen during regular pretraining.

The major differences between this work and existing work
are listed on Table 1. Together's LLaMA-2 is trained on
32K, but only generalizes to about 40K length. LongChat is
trained on dialog-only data; later in Table 5 we will show
that improvements on one domain has limited transfer to
other domains, indicating that one should consider a bal-
anced mixture of different domains. LongLoRA does not
upsample long sequences; later in Fig. 4 we will show that
upsampling long sequences is critical for precise retrieval.
These details are relatively hard to notice, yet we believe that
they are the important for improved performance. Before
the Needle-in-a-Haystack test, most existing works use test
negative log-likelihood as evaluation, effectively conceal-
ing the underlying differences beyond low loss. We show
that, similar test loss could result in substantially different
behavior when performing precise retrieval (Fig. 4).

Another important related work is the previous LLaMA
Long (Xiong et al., 2023) work and the concurrent
XVERSE (XVerse, 2024) work, which continue pretraining
the model on 32K sequences for about 500 billion tokens.
These works are implicitly motivated by the view that long-
context modeling is a new capability that must be “injected”
through large-scale training. We instead hypothesize that
the base model has mostly already acquired this capability
through large-scale pretraining, and thus a lightweight con-
tinual pretraining on relatively small data (e.g., 5B tokens) is
enough to extend these capabilities to much longer context
lengths (Fig. 3).

3. Long Context Data Composition

We use the SlimPajama (Soboleva et al., 2023) dataset for
continual pretraining. This dataset is an open-source re-
production of the LLaMA (Touvron et al., 2023a) pretrain-
ing data mixture, consisting of 82% web data (67% from
CommonCrawl and 15% from C4), 4.5% code (Github),
4.5% Wikipedia, 4.5% books, 2.5% Arxiv, and 2.0% Stack-
Exchange. Since this dataset closely mirrors that used to
pretrain the LLaMA models, there is less concern of distri-
bution shift during continual pretraining; it is therefore used
by many recent works like Fuzhao Xue & You (2023).

The documents' lengths and their source domains are two
closely related confounding factors in data engineering be-
cause long data usually come from particular sources. Our
examination shows books and Github code are the longest
sources, followed by Arxiv. Webpages like C4 and Stack-
Exchange tend to be shorter. Directly upsampling long data
changes the domain mixture, e.g., upsampling sequences
longer than 100K will increase the portion of the books
domain. Likewise, changes in the domain mixture will re-
sult in shifts of the length distribution. Our guideline is to
decompose these two factors step by step, as is shown in
Fig. 2. We consider the following methods:

Cut at 4K: This truncates documents into 4K-length
chunks. This approach inherits the original data mixture and
is used by most pretraining works, such as (Touvron et al.,
2023a; Hoffmann et al., 2022). Since there are about 30%
documents that are naturally longer than 4K, this approach
breaks such naturally-existing long-range dependencies.

Cut at 128K: This preserves most of the naturally-
existing long-range dependencies without changing the do-
main mixture. LongLoRA (Chen et al., 2023b) follows this
approach. However, we will show later that only using the
naturally-existing long dependencies is inadequate (Fig. 4).

Per-source Upsampling: This retains the domain mix-
ture, then upsamples long documents within each domain.
This approach upsamples long documents without chang-

3



Data Engineering for Scaling Language Models to 128K Context

Figure 2. Length and domain distributions of the various data mixture strategies. We use SlimPajama (Soboleva et al., 2023), an
open-source reproduction of LLaMA (Touvron et al., 2023a) pretraining data mixture, as the source dataset. The original data mixture has
about 30% of documents that are naturally longer than 4K. Cutting documents at 4K, the common practice of pretraining like Touvron
et al. (2023a), breaks such long-range dependencies. Cutting documents at 128K retains the naturally-existing long-range dependencies.
Global upsampling longer sequences slightly changes the data mixture. Per-source upsampling longer sequences increases the portion of
long sequences while keeping the domain mixture the same. Upsampling Arxiv / Book / Github data simultaneously changes domain and
length distributions.

ing the domain mixture. We recommend this approach as
our experiments suggest that this gives the most balanced
performance gain.

Global Upsampling: This upsamples long documents
while ignoring their source domains, and consequently
slightly changes the domain mixture. Together (2023) uses
this approach.

Upsample Arxiv/ Book/ Github: This intentionally up-
samples Arxiv/Book/Github data, assuming that these do-
mains are more likely to contain naturally-occurring long
documents. For example, MPT-storyteller (Team, 2023)
upsamples books. This approach changes both the domain
and length distributions.

The above approaches generally cover most data recipes
used in prior works discussed in section 2. In our exper-
iments, we will show that: (1) using the original mixture
cutting at 128K is insuf�cient for precise retrieval over long-
context (Fig. 4), and one need to upsample long sequences;
(2) improved performance in one domain may not transfer
and could even hurt another domain (Table 5), showing that
one needs to balance the mixture ratio of different domains.

4. Infrastructure and Engineering

We continue pretraining the model on the data mixture
yielded by the ”Per-source Upsampling” strategy as intro-
duced in section 3, where we train with a 80K sequence
length for 7B models, and 64K for 13B models. A “brute
force” training on 80K context may seem impractical at �rst
glance given the quadratic complexity of attention. How-
ever, in our initial tests, we found this to be feasible, and the
actual wallclock time was far from quadratic. This is due to
the fact that most of the time is spent on data transfer from
CPU to GPU (since we use of�oading), from one GPU to
another GPU via NVLink (since we use Zero3, see Rajbhan-

dari et al., 2020) and from GPU High-Bandwidth Memory
(HBM) to Streaming Multiprocessors (SM) (as in FlashAt-
tention, see Dao, 2023). These IO operations are all constant
or linear in sequence length. The actual quadratic attention
computation, when performed on SM, is highly parallelized,
and thus largely hidden by the linear IO cost. Consequently,
training on 80K is only 3x slower than training on 4K.

Our speci�c con�guration is listed on Table 2. We note
that this con�guration is substantially cheaper than previous
work (Xiong et al., 2023), as they continue pretraining the
model on more than 400B tokens. However this con�g-
uration seems to be the limit of Huggingface-DeepSpeed
framework, and setting even longer context leads to memory
over�ow. Since Zero Optimizer is data parallel, increasing
number of GPUs cannot further increase context length, and
most of the GPU memory is taken by the KV cache. We
refer the reader to more advanced sequence parallelism tech-
niques in (Li et al., 2021; Jacobs et al., 2023) for training
on even longer sequences (e.g., 200K), and we leave the
exploration of training on 200K context for future work.

For training, we use a constant learning rate 2e-5. We
modify the base of RoPE positional encoding to adjust it
to longer context, as in Xiong et al. (2023). We pack all
data to 80K chunks regardless of the document boundary,
following common practice (Raffel et al., 2020; Touvron
et al., 2023a). We set the batch size to be 4M tokens. Note
that this batch size is the same as training on 4K context
length, as we increase the length of a chunk but decrease
the number of chunks in a batch. We train the model on
5B tokens, which translates to 5B (size of data) / 4M (batch
size) = 2000 optimization steps.

5. Experimental Results

We continue pretraining the base LLaMA 2 7B/ 13B models
on data produced by our ”Per-source Upsampling” strategy
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