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Abstract
In this work, we leverage the intrinsic segmen-
tation of language sequences and design a new
positional encoding method called Bilevel Posi-
tional Encoding (BiPE). For each position, our
BiPE blends an intra-segment encoding and an
inter-segment encoding. The intra-segment en-
coding identifies the locations within a segment
and helps the model capture the semantic informa-
tion therein via absolute positional encoding. The
inter-segment encoding specifies the segment in-
dex, models the relationships between segments,
and aims to improve extrapolation capabilities via
relative positional encoding. Theoretical analy-
sis shows this disentanglement of positional in-
formation makes learning more effective. The
empirical results also show that our BiPE has su-
perior length extrapolation capabilities across a
wide range of tasks in diverse text modalities.

1. Introduction
In many scenarios, text can be effectively decomposed into
modular segments, each expressing a self-contained unit
of thought (Halliday & Matthiessen, 2013). In natural lan-
guages, documents are typically composed of sentences.
Each sentence describes a distinct idea or argument. In pro-
gramming languages, code is organized into lines or func-
tion classes that define coherent operation or functionality.
In mathematics, proofs unfold through a series of deduc-
tive steps, each representing a logical progression from its
predecessors to the final answer.

The lengths of different text sequences may vary signifi-
cantly (Press et al., 2022). What is intriguing is that empiri-
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cally, we observed that for sequences with different lengths,
the distribution of the token number in each modular seg-
ment usually has bounded support and tends to be approxi-
mately similar. In Figure 1, we utilized the widely used PG-
19 text corpus (Rae et al., 2020a) for visualization (Please
refer to Appendix C for more results). It is evident that the
token number distribution in each segment (i.e., sentence)
remains remarkably consistent, regardless of the total se-
quence length. In contrast, the number of sentences linearly
increases as the sequence length grows.

Given the above observations, we argue that a popular re-
search direction in language modeling, known as the length
extrapolation problem (Press et al., 2022; Anil et al., 2022;
Chi et al., 2022; 2023; Chowdhury & Caragea, 2023; Chen
et al., 2023b), should be better positioned as a number-of-
segment extrapolation problem. In the literature, previous
studies in this direction have either developed better posi-
tional encodings that can handle longer sequence (Raffel
et al., 2020; Su et al., 2021; Ruoss et al., 2023a; Kazemnejad
et al., 2023; Chen et al., 2023b; Li et al., 2023; Peng et al.,
2023; Zhu et al., 2023; Chen et al., 2023a; Liu et al., 2023)
or proposed specific inductive biases associated with the at-
tention patterns in language models (Ratner et al., 2023; Han
et al., 2023; Xiao et al., 2023), or both (Press et al., 2022; Chi
et al., 2022; 2023; Sun et al., 2023). However, none of these
methods adequately consider or utilize the intrinsic segmen-
tation of language data, nor do they specifically address the
extrapolation issue in terms of the number of segments.

In this paper, we introduce BiPE (Bilevel Positional
Encoding), a simple yet effective positional encoding
scheme for improving length extrapolation. Different from
all existing length extrapolation approaches, BiPE employs
two distinct encodings for each position: an intra-segment
encoding and an inter-segment encoding. The intra-segment
encoding identifies the location of the token within its seg-
ment. As a complement, the inter-segment encoding speci-
fies the segment to which it belongs. Using natural language
as an illustration, different words within the same sentence
share the same inter-segment positional encoding but pos-
sess different intra-segment encodings. Conversely, words
in different sentences but occupying the same inter-segment
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Figure 1. Left: The distribution of the token number in one segment with different sequence lengths. Right: The distribution of the
number of segments with different sequence lengths. We use the tokenizer of Llama 2 (Touvron et al., 2023) for tokenization on
PG-19 (Rae et al., 2020a). Full stop“.” and newline “\n” are used for segmentation. It can be seen that even when the sequence length is
around 120k, the token number in most sentences is less than 50, while the number of sentences grows up to 10k.

position (e.g., the first token in different sentences) share
the same intra-segment encoding while having distinct inter-
segment encodings. See Figure 2 for an illustration.

BiPE disentangles the position modeling, offering greater
flexibility in addressing the length extrapolation problem.
At the intra-segment level, the intra-segment encoding speci-
fies positions within the segment, helping the model capture
the semantic information contained therein. Given that the
number of tokens within a segment is usually bounded, we
discovered that utilizing the original absolute positional en-
codings (APE, Vaswani et al., 2017) is already sufficient at
this level. The inter-segment encoding targets to capture the
relationships between segments and exhibits certain extrapo-
lation capabilities. Therefore, we employ relative positional
encodings (RPE, Su et al., 2021; Press et al., 2022). In this
way, inductive biases in the two levels focus on different
aspects of positional information and can be appropriately
incorporated into model architectures, leading to a better
learning process. We further give a theoretical justifica-
tion of BiPE, which suggests that the proposed positional
encoding scheme can make the Transformer model more
parameter-efficient under some conditions.

Extensive experiments are conducted to demonstrate the
empirical effectiveness of BiPE. First, we empirically verify
the expressiveness of BiPE in mathematical reasoning
tasks (Wei et al., 2022; Feng et al., 2023), which well aligns
with our theoretical results. Second, for the length extrapola-
tion problem, we evaluate BiPE and strong baselines across
diverse tasks covering language modeling [PG-19 (Rae
et al., 2020a), ArXiv and Github (Gao et al., 2020)] and long
context benchmark [SCROLLS (Shaham et al., 2022)]. Fi-
nally, we conduct experiments on datasets of normal-length
sentences. We also conduct ablation studies to verify the
effectiveness of each module in BiPE. Our empirical results
show the superior performance of BiPE on most problems.

2. Related Work
This work focuses on the length extrapolation problem
in language modeling, i.e., can a language model that is
trained on sequences with maximum length Ltrain still per-
form well when being tested on sequences with length
Ltest > Ltrain? (Press et al., 2022). Here we provide a litera-
ture review of existing approaches related to this problem.

2.1. Improved Positional Encodings for Length
Extrapolation

The original Transformer model (Vaswani et al., 2017) en-
codes position information via Absolute Positional Encod-
ing (APE), where each position is equipped with a (learnable
or fixed sinusoidal) real-valued embedding. But neither the
learnable nor the fixed sinusoidal embedding can generalize
well to longer sequences.

Different from APE that assigns an embedding for each
position i, Shaw et al. (2018) introduced Relative Positional
Encoding (RPE) which encodes the relative distance i−j for
each position pair (i, j). Most methods incorporate RPE as
an additive term in the attention module (Raffel et al., 2020;
Press et al., 2022; Chi et al., 2022; 2023). These methods
can mitigate the length extrapolation problem to some extent
but still have several limitations. For example, Raffel et al.
(2020) uses the same attention bias for all query-key pairs
with a relative distance larger than K, which limits its ability
to distinguish different positions in long sequences.

One of the most popularly used relative positional encoding
in recent large language models is Rotary Position Encoding
(RoPE) (Su et al., 2021; Chowdhery et al., 2022; Touvron
et al., 2023). RoPE rotates the query and key vectors with
an angle proportional to their absolute positions before the
attention, which results in the attention being a function of
the relative distance between tokens.
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While encoder-only Transformers (e.g., BERT (Devlin et al.,
2019b)) are permutation equivariant without positional en-
coding, Haviv et al. (2022) show that decoder-only Trans-
formers with causal attention masks can learn positional
information even without any explicit positional encoding.
Recently, Kazemnejad et al. (2023) discovered that the no
positional encoding (NoPE) model also can handle longer
sequences to some extent on small-scale synthetic tasks, but
there is no strongly positive evidence on large-scale settings.

2.2. Improved Algorithms for Length Extrapolation

To help positional encodings handle longer sequences, Ru-
oss et al. (2023b) recently proposed a way to randomly
select a subset of positions from a much larger range than
those observed during training. The positional informa-
tion of longer sequences can thus be simulated. Zhu et al.
(2023) proposed a similar idea called positional skip-wise
fine-tuning (PoSE), which requires additional efforts for
fine-tuning large-scale models.

Relative positional encoding, especially RoPE, can capture
the relative positional information well, but its length extrap-
olation capability is not satisfactory yet. Due to this, one
line of works introduces priors biased toward local window
attention via additive RPEs (Press et al., 2022; Chi et al.,
2022; 2023; Sun et al., 2023) or hard constraints (Ratner
et al., 2023; Xiao et al., 2023; Han et al., 2023) to boost
length extrapolation capabilities. Another line of works tai-
lored to RoPE called positional embedding scaling (Chen
et al., 2023b; Peng et al., 2023; Roziere et al., 2023; Chen
et al., 2023a; Liu et al., 2023) adjusts the range of either the
position index or the frequency basis in RoPE, achieving
promising extrapolation performance. Recently, a concur-
rent work (Jin et al., 2024) proposed a bilevel attention
mechanism for better length extrapolation of RoPE-based
language models. It keeps the exact attention computation
within a pre-defined neighbor range and uses the floor oper-
ation to group and map unseen large relative positions.

BiPE aims to develop a new positional encoding scheme,
which is orthogonal to all the methods above. All these
advancements can be seamlessly combined with BiPE for
better length extrapolation. Our experiments (Section 4) on
several representative algorithms provide strong evidence
supporting the compatibility of BiPE.

3. Method
In this section, we introduce BiPE (Bilevel Positional
Encoding), a new positional encoding scheme for better
length extrapolation capabilities. First, we formally describe
the modular segments of text sequence in Section 3.1. Based
on this segment representation, we thoroughly illustrate the
derivation of our BiPE method in Section 3.2. In Section
3.3, we conduct a theoretical study on the expressiveness of

our BiPE to further demonstrate its soundness.

3.1. Modular Segments of Text Sequence
Formally, we use S = [w1, . . . , wl, . . . , wL] to denote the
input text sequence, i.e., an ordered collection of text tokens
where wl denotes the l-th token and L denotes the total
sequence length. As previously introduced, text sequences
can be decomposed into a series of non-overlapping
modular segments, i.e., S = S1 ⊕ S2 ⊕ . . . Sn ⊕ · · · ⊕ SN

where Sn is the n-th segment, N is the total number of
segments, and ⊕ is the concatenation operation. Each
segment Sn is defined by Sn = [wan

, wan+1, . . . , wbn ].
Here, an and bn denote the starting and ending indices.
The segmentation strategy can simply use symbol detection
(e.g., newline and full stop).

3.2. Bilevel Positional Encoding
As stated in the introduction, in many practical scenarios,
the number of tokens in each segment Sn follows a similar
distribution regardless of the value L, and the sequence
length L has a major impact on the segment number N .
Consequently, we believe modeling the length extrapolation
for N is a more effective approach than that for actual length
L. To this end, we propose BiPE, a novel bilevel positional
encoding that blends two distinct encoding schemes at each
position for better length extrapolation: an intra-segment
encoding and an inter-segment encoding. (See Figure 2).

Intra-Segment Encoding. In a text sequence, each mod-
ular segment describes an independent statement, and the
intra-segment positional encoding serves as an anchor to
identify the location of each token in the segment for cap-
turing semantic information therein. Formally, within each
segment Sn = [wan , wan+1, . . . , wbn ], we encode the (lo-
cal) position i for token wan+i, where 1 ≤ i ≤ bn − an +1.
Note that the number of tokens within a segment is usually
bounded, i.e., there are few sentences that are extremely
long. We find using the original absolute positional encod-
ing (Vaswani et al., 2017) is enough. For each token wan+i

in Sn, we assign a real-valued embedding ei to it, which
will be added to the input token embedding. ei is shared
among tokens at the same local position i in different Sn .

Inter-Segment Encoding. Though the intra-segment encod-
ing can provide the location of tokens within each segment,
the locations across segments are mixed, and the contextual
relationships between segments are not captured. As a com-
plement, we use the inter-segment positional encoding to
specify the segment to which each token belongs. Keeping
in mind that this encoding will play another role in handling
longer sequences that are unseen during training, we employ
relative positional encodings (Shaw et al., 2018; Raffel et al.,
2020; Su et al., 2021; Press et al., 2022). Different from
previous RPEs that are defined using the distance between
token indexes, the inter-segment encoding is defined using
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Figure 2. Left: The schematic comparison of Standard Positional Encoding (top) and our proposed Bilevel Positional Encoding (BiPE,
bottom). BiPE differentiates positions using both intra-segment and inter-segment encodings. Right: Absolute positional encoding
is used as Intra-Segment Encoding added to the input embedding and relative positional encoding (e.g., RoPE and ALiBi) is used as
Inter-Segment Encoding in the Transformer attention module.

the distance between segment indexes.

Instantiation. BiPE uses absolute positional information
for the intra-segment encoding and can leverage any RPE
approaches for the inter-segment encoding. In this work, we
instantiate two BiPE variants, BiPE-RoPE and BiPE-ALiBi.

BiPE-RoPE leverages RoPE (Su et al., 2021) as the inter-
segment encoding. For a pair of tokens (wl1 , wl2) which
are in the n-th segment and the m-th segment respectively,
two rotation matrices RΘ,n and RΘ,m are assigned, where
Θ denotes the pre-defined parameters of the rotation ma-
trix (Su et al., 2021). Given query-key pair ql1 , kl2 ∈ Rd,

the attention score is computed by ql1RΘ,n(kl2
RΘ,m)T√

d
=

ql1RΘ,n−mkT
l2√

d
. BiPE-ALiBi uses ALiBi (Press et al., 2022)

as the inter-segment encoding. Similarly, the relative seg-
ment distance n−m is calculated for token pair (wl1 , wl2).
The attention score between the two tokens is computed by
ql1k

T
l2√
d

+r|n−m|, where r is a pre-defined hyper-parameter.

Discussion. The original BERT (Devlin et al., 2019a) also
includes two encodings for representing positions, but its
approach differs significantly from BiPE. Primarily, BERT
only needs to specify two segments using absolute encoding,
tailored for the next sentence prediction task not for length
extrapolation. Furthermore, BERT treats a sequence as a flat
array of tokens and defines the segments in an arbitrary way,
ignoring intrinsic segmentation of language data. See Ap-
pendix B.1 for more discussions. An empirical comparison
can be found in Section 4.5.

3.3. Theoretical Analysis of BiPE
Many previous works are built upon an assumption
that tokens are generated in a hierarchical manner in
natural language and develop the hierarchical hidden
Markov model (Fine et al., 1998), hierarchical recur-
rent model (Chung et al., 2016), and hierarchical topic
model (Blei et al., 2003; Griffiths et al., 2003). We follow to
use this assumption to investigate the parameter efficiency
of BiPE. In particular, we leverage the (non-deterministic)

finite automata (NFA), which is widely used in the field of
theoretical computer science. Alur et al. (1999) proposed
hierarchical finite automata as a practical way to represent
such linguistic structures. Inspired by the framework, we
introduce a simplified model, Bi-NFA, which restricts the
hierarchy level of hierarchical finite automata to two. We
compare the parameter efficiency of Transformers to repre-
sent NFA and Bi-NFA and show that BiPE has a theoretical
advantage over existing positional encoding schemes.

NFA. A nondeterministic finite automaton (NFA) is a fun-
damental and essential computational model in computer
science (Eilenberg, 1974). An NFA N can be defined as a
tuple N = (Q,Σ, δ, q0, F ), where Q is a set of states, Σ is
the alphabet of input symbols, δ : Q×Σ → P(Q) is a transi-
tion function, q0 ∈ Q is the initial state, and F ⊆ Q is a set
of final states. P(Q) denotes the power set of Q. A string
S = [w1, w2, · · · , wn] ∈ Σ∗ is accepted by N if there ex-
ists a sequence of states r0, r1, · · · , rn ∈ Q such that r0 =
q0, ri+1 ∈ δ(ri, wi+1) for i = 0, 1, . . . , n− 1, and rn ∈ F .

Bi-NFA. We utilize the hierarchical automata to capture the
structure of modular segments and introduce the Bi-NFA by
restricting the hierarchy level to two. A Bi-NFA is a tuple
N = (Q,Σ, δ, q0, F ), where Q is the collection of state sets
Q1, Q2, · · · , Qn, Σ is the symbol set that includes a seg-
ment separator w∗, δ is the transition kernel, q0 is the initial
state, and F is the set of accept states. The main difference
between Bi-NFA and NFA is that the transitions are con-
strained by the state sets and the segment separator. Specif-
ically, for any state q ∈ Qi and any symbol w, we have
δ(q, w) ⊂ Qi if w ̸= w∗ and δ(q, w∗) ⊂ {q∗1 , · · · , q∗n},
where q∗i is the start state in Qi and q0 ∈ {q∗1 , · · · , q∗k}.
Thus, Bi-NFA stays within the same state set until it reads
the segment separator, and then it can move to any other
state set in Q. The Bi-NFA can be viewed as a variant of
NFA that processes the input sequence segment by segment.

Theorem 3.1 (Lower bound for Transformer with absolute
positional encoding to represent NFA). For any size of state
set, there exists an NFA N = (Q,Σ, δ, q0, F ) such that a
Transformer with APE needs at least O(|Q|2) embedding
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size to represent the NFA.

Theorem 3.2 (Upper bound for Transformer with BiPE to
represent Bi-NFA). For any Bi-NFA N = (Q,Σ, δ, q0, F ),
Q = {Q1, Q2, · · · , Qk} there exists a Transformer with
BiPE and O(k2 +

∑
i∈[k] |Qi|2) embedding size can repre-

sent the Bi-NFA.

The proof of Theorems 3.1 and 3.2 can be found in Ap-
pendix A and Theorem 3.1 can be extended to relative po-
sitional encodings. For a Bi-NFA N = (Q,Σ, δ, q0, F ),
denote T =

∑
i∈[k] |Qi| as the number of states, and as-

sume |Qi| = O(
√
T ). If naively treating N as an NFA with

T states, we can directly obtain from Theorem 3.1 that an
absolute positional encoding-based Transformer requires
at least O(T 2) dimensions to represent it. However, from
Theorem 3.2, by well exploiting the hierarchical structure, a
Transformer with BiPE only requires O(N

3
2 ) dimensions.

This suggests the superiority of the BiPE over previous
method from a theoretical perspective.

4. Experiments
In this section, we empirically study the effectiveness of our
BiPE method. In particular, we aim to answer the following
questions through experiments:

• Q1: Do the theoretical results regarding parameter
efficiency of BiPE hold in practice? (Sec 4.1)

• Q2: Does BiPE bring superior length extrapolation
capabilities in real-world tasks? (Sec 4.2)

• Q3: Does BiPE help Transformer-based language mod-
els better understand long text? (Sec 4.3)

• Q4: Does BiPE hurt performance on normal-length
text? (Sec 4.4)

• Q5: Is each design choice in BiPE helpful? (Sec 4.5)

We will thoroughly answer each question with carefully
designed experiments on widely used benchmarks as below.
We also cover different modalities in the experiments, in-
cluding math (arithmetical reasoning task in Section 4.1),
natural language (PG19&ArXiv task in Section 4.2) and
code (Github task Section 4.2). We run each experiment
multiple times with different random seeds and report the av-
eraged results. Due to space limits, we present more details
and additional results in Appendix D.

4.1. Capacity Experiments

Tasks. To empirically verify the parameter efficiency
brought by our BiPE method, we conduct experiments on
the Arithmetic task (Feng et al., 2023), which is recently
used as a proxy to examine the mathematical reasoning capa-
bility of language models. Given an arithmetical expression
consisting of numbers, basic operations (+,−,×,÷,=) and
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Figure 3. Accuracy of Transformer models with different posi-
tional encoding methods on the Arithmetic task. Our BiPE method
consistently performs best on different scales of parameters.

brackets, e.g., (1+2)×(3+5) =, this task requires language
models to calculate and generate the correct result, e.g., 24.
Following Feng et al. (2023), we train all models using
Chain-of-Thought demonstrations (See Appendix D.1). The
evaluation metric is the accuracy of the final answer.

Settings. The Arithmetic dataset from Feng et al. (2023)
consists of 1 million training samples and 100k test samples
in total. We choose the standard decoder-only Transformer
language model as the base model and compare our BiPE
method with the following competitive positional encod-
ings: 1) Sinusoidal PE (Vaswani et al., 2017); 2) RoPE (Su
et al., 2021); 3) XPOS (Sun et al., 2023); 4) ALiBi (Press
et al., 2022). In particular, we implement two versions of
our BiPE, BiPE-RoPE and BiPE-ALiBi, which instantiates
the inter-segment encoding via RoPE and ALiBi respec-
tively. The segment boundary is simply determined by the
equal sign “=”. Following Feng et al. (2023), we set the
number of layers to 3 and the number of attention heads to
4. To evaluate the parameter efficiency, we vary the hidden
dimension in [48, 64, 256]. Additional experimental details
are presented in Appendix D.1.

Results. In Figure 3, it can be easily seen that given a
similar amount of parameters, BiPE-based language models
consistently outperform other baselines on this task. For
example, when the hidden dimension is 48, other positional
encoding methods achieve inferior accuracy (below 70%),
while BiPE-ALiBi and BiPE-RoPE achieve high accuracy
of 97% and 95% respectively. This result indeed well aligns
with our theoretical results in Section 3.3, which further
serves as a strong support for the bilevel design of our BiPE.

4.2. Length Extrapolation Experiments

Tasks. We test the length extrapolation capability of
Transformer-based language models with different posi-
tional encoding methods. Following Chi et al. (2022), we
use the Pile (Gao et al., 2020) dataset as the pre-training cor-
pus and evaluate the log perplexity of pre-trained language
models on the test set of PG19 (Rae et al., 2020b), arXiv and
Github (Gao et al., 2020). We conduct the non-overlapping
evaluation when computing the perplexity score.
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Figure 4. Language modeling perplexity with varying evaluation sequence lengths for models trained on sequence length 1024.

Settings. We set the pre-training sequence length to
1024, and evaluate the zero-shot perplexity on sequence
lengths [1024, 2048, 3072, 4096, 5120, 6144, 7168, 8192]
on downstream datasets. We choose the standard decoder-
only Transformer as the base model and compare our
BiPE methods (BiPE-RoPE and BiPE-ALiBi) with the
following positional encodings: 1) Sinusoidal PE (Vaswani
et al., 2017); 2) RoPE (Su et al., 2021); 3) Randomized
RoPE (Ruoss et al., 2023a); 4) XPOS (Sun et al., 2023);
5) ALiBi (Press et al., 2022). The segment boundary is
determined by full stop “.” and newline “\n” for general
purposes. For the Transformer-based language model, we
set the number of layers to 12, the hidden dimension to 768,
and the number of attention heads to 12. The total number
of model parameters is approximately 155M. Additional
experimental details are presented in Appendix D.2.

Results. The results are presented in Figure 4. Our BiPE
methods achieve consistently superior performance on se-
quences with lengths larger than the training length. For ex-
ample, our BiPE-ALiBi outperforms its counterpart ALiBi,
which is also the best baseline method, by 3.35 points (25.24
v.s. 28.59 perplexity) on PG19 with 8192 sequence length.
Compared to RoPE which performs well on sequences with
the in-distribution length but yields a significant perfor-
mance drop on longer sequences, our BiPE method sub-
stantially improves its length extrapolation capabilities, e.g.,
19.67 v.s. 158 perplexity on PG19 with the 4096 sequence
length. Notably, the benefit brought by our BiPE is also
consistent across all three evaluation datasets covering text
data in different modalities, underscoring the better length
extrapolation capability of our BiPE in real-world tasks.

Integrating BiPE with fine-tuning strategies. One line
of recent improvements on length extrapolation comes
from continued fine-tuning RoPE-based language models
with Position Interpolation techniques (Chen et al., 2023b;
Peng et al., 2023). To further investigate the compatibil-
ity of our BiPE method with Position Interpolation, we
use YaRN (Peng et al., 2023) to finetune the language
model pre-trained on the Pile dataset with RoPE (Su et al.,
2021) and our BiPE-RoPE, and check the improvements

on downstream datasets. The results are presented in Fig-
ure 5. Similar to the zero-shot evaluation setting, our BiPE-
RoPE achieves consistently better performance on longer
sequences compared to RoPE after finetuning. Furthermore,
although YaRN improves the length extrapolation capability
of RoPE to some extent, it still suffers from performance
drop when being evaluated on very long sequences, e.g.,
11k/16k/16k for PG19/ArXiv/Github. In contrast, our BiPE-
RoPE combined with YaRN yields much better length ex-
trapolation capability, i.e. maintaining a consistently low
perplexity across sequences with lengths up to 20k. Please
refer to Appendix D.3 for more experimental details.

4.3. Long Context Benchmark

Tasks and settings. To evaluate the model’s performance
of long context understanding, we further fine-tune the pre-
trained checkpoints on SCROLLS (Shaham et al., 2022), a
long text benchmark that consists of seven distinct datasets
covering different tasks. Following Shaham et al. (2022);
Ainslie et al. (2023), we use three evaluation metrics for
different tasks: Rgm score (the geometric mean of ROUGE-
1,2,L), unigram overlap (F1) and exact match (EM). The
average score across different datasets is also reported. We
finetune pre-trained models using a sequence length of 8192
and select the model checkpoint that achieves the best perfor-
mance on the validation set for the final evaluation. The test
results are obtained from the official SCROLLS website. Ad-
ditional experimental details are presented in Appendix D.4.

Results. The empirical results are provided in Table 1.
First, BiPE-RoPE and BiPE-ALiBi exhibit better perfor-
mance than RoPE and ALiBi, respectively. For example,
our BiPE-RoPE outperforms its counterpart RoPE, which
is also the best baseline method, by 3.98 points (22.36 v.s.
18.38 average score). Besides, BiPE-RoPE achieves the
highest average score, surpassing other methods by a mar-
gin of over 3 points. On a task-by-task basis, BiPE-RoPE
achieves the top score in 4 out of the 7 tasks. We also com-
pare the two YaRN-finetuned models, i.e., BiPE-RoPEyarn

and RoPEyarn. We can see that BiPE-RoPEyarn still con-
sistently outperforms RoPEyarn across 6 of 7 tasks and
achieves a better average score. The results strengthen the
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Figure 5. Language modeling perplexity with varying evaluation sequence lengths for RoPE and BiPE-RoPE finetuned with YaRN.

Table 1. Performance comparison on SCROLLS benchmark. Abbreviations for dataset names: Qasper (Qas), ContractNLI (CNLI),
QMSum (QMS), NarrativeQA (NQA), SummScreenFD (SumS), GovReport (GovR), and QuALITY (QuAL). Rgm denotes the geometric
mean of ROUGE-1,2, L. The statistics of median sequence lengths are from Ainslie et al. (2023); Li et al. (2023). Best performing results
are highlighted in bold.

QAS CNLI QMS NQA SumS GovR QuAL Average

Metric F1 EM Rgm F1 Rgm Rgm EM
Median length 5472 2148 14197 57829 9046 8841 7171

Sinusoidal 9.3 57.7 12.42 10.1 7.46 12.49 1.9 15.89
Randomized RoPE 12.3 52.4 11.80 10.8 7.19 18.95 10.4 17.71

ALiBi 12.0 68.8 10.27 3.2 6.00 23.14 0.0 17.62
BiPE-ALiBi 12.7 67.8 10.44 2.6 7.89 27.52 0.0 18.34

RoPE 16.4 67.8 10.13 9.7 9.88 14.33 0.4 18.38
BiPE-RoPE 21.2 68.9 10.64 12.3 8.13 27.92 7.4 22.36

RoPEyarn 14.7 66.9 9.04 12.2 8.48 27.56 22.2 23.01
BiPE-RoPEyarn 20.9 69.0 10.57 13.3 9.40 28.31 20.3 24.53

effectiveness of BiPE in long-context modeling.

Discussions. We can also observe that the performance
gap between RoPE and BiPE-RoPE is more significant than
that between ALiBi and BiPE-ALiBi. We hypothesize that
this phenomenon is due to the design differences between
ALiBi and RoPE. ALiBi incorporates relative positional
information as an additive term in the attention module with
an exponential decay rate as the relative distance increases.
Using ALiBi on segment indexes (BiPE-ALiBi) will still
bias the attention module towards local attention (Chi et al.,
2023). Thus, the performance gap is not substantial. Differ-
ent from ALiBi, RoPE rotates the query and key vectors and
allows the context to determine the positional correlations.
Therefore, the change between BiPE-RoPE and RoPE is
more significant, leading to a larger performance gap.

4.4. Normal-length Benchmark

Tasks and settings. In this experiment, we evaluate the zero-
shot and few-shot performance (Gao et al., 2023) of pre-
trained models on a range of “in-distribution” benchmark
tasks where the sequence length is normal. In particular, we

use RACE (Lai et al., 2017), WinoGrade (Sakaguchi et al.,
2020), TruthfulQA mc2 (Lin et al., 2022), and PIQA (Gao
et al., 2020) benchmarks for the zero-shot evaluation, and
employ 10-shot HellaSwag (Zellers et al., 2019) and 5-shot
MMLU (Hendrycks et al., 2021) for the few-shot evalua-
tion. The evaluation metrics are task-specific: for RACE,
WinoGrande, TruthfulQA, PIQA, and MMLU, we report ac-
curacy; and for HellaSwag, we report normalized accuracy.

Results. The empirical results are provided in Table 2.
It can be easily seen that BiPE-RoPE and BiPE-ALiBi
achieve comparable performance with other positional en-
coding methods on sequences with in-distribution lengths,
which demonstrates that our BiPE methods achieve bet-
ter length extrapolation performance without sacrificing
in-distribution performance.

4.5. Ablation Study

Effectiveness of each positional encoding. BiPE leverages
two positional encodings, with one corresponding to the
token index within each segment (intra-segment encoding)
and another for the segment index (inter-segment encoding).
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Table 2. Zero-shot and few-shot performance on standard benchmarks. BiPE-based models perform on par with other methods.

Model
Zero-Shot Few-Shot

RACE WinoGrande TruthfulQA PIQA HellaSwag MMLU

Sinusoidal 27.85 52.09 45.92 60.88 29.70 26.49
Randomized RoPE 26.41 50.99 45.53 60.66 29.30 25.20
XPOS 27.56 52.96 45.22 60.88 30.86 25.96

ALiBi 27.08 52.72 46.24 60.50 31.47 26.49
BiPE-ALiBi 28.42 49.25 45.79 60.72 30.60 25.74

RoPE 29.00 51.54 44.67 60.66 30.86 26.43
BiPE-RoPE 28.04 52.01 45.64 59.74 30.93 26.91

RoPEyarn 27.08 53.35 45.69 60.12 30.52 26.16
BiPE-RoPEyarn 27.56 51.38 45.80 60.72 30.61 26.22
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Figure 6. Left: Language modeling perplexity with varying evaluation sequence lengths for BiPE-RoPE without intra-segment encoding
or inter-segment encoding on PG19 dataset. Right: Language modeling perplexity with varying evaluation sequence lengths for BiPE-
RoPE with fixed segment lengths on PG19 dataset.

To check their effectiveness, we conducted an experiment
where we removed one encoding at a time to assess the
impact on model performance. We follow the same pre-
training setting in Section 4.2 and evaluate perplexity on
PG19. In Figure 6 left, the degradation in performance is
observed upon the removal of either encoding, which clearly
demonstrates that both of them are important.

Segmentation choices. In Section 4.2, we use full stop “.”
and newline “\n” for text segmentation. One may wonder
whether using a fixed segment length instead of pre-defined
symbols works in practice. To check this, we assume each
length is constant γ, pre-train BiPE language models and
evaluate the performance on the PG19 dataset. In Figure 6
right, we can see that this naive approach does not achieve
the same level of performance as using natural segmentation.

5. Conclusion and Future Directions
In this paper, we introduce BiPE, a novel bilevel positional
encoding scheme designed to improve length extrapolation.
For each position, our BiPE combines 1) an intra-segment

encoding that identifies the location within its segment via
APE, and 2) an inter-segment encoding that specifies the
segment to which it belongs via RPE. The intra-segment
encoding assists the model in capturing the semantic in-
formation within each segment and and the inter-segment
encoding models the relationships between segments. This
bilevel design well aligns with the intrinsic segmentation of
text data and enhances length extrapolation. Our BiPE is fur-
ther supported by theoretical analysis of its expressiveness.
All experiments verify the length extrapolation capability of
our BiPE across tasks of different text modalities.

There are also several future directions worth investigating.
First, the intrinsic segmentation of text data yields a hierar-
chical structure, e.g., sentences→paragraphs→documents.
It would be beneficial to confirm whether expanding our
bilevel design to a hierarchical version results in improved
length extrapolation. Second, there exist sequence data that
do not have clear boundary of segmentations, e.g., time se-
ries, amino acid and gene sequence. Future research could
explore better and more comprehensive segmentation meth-
ods for general purposes with our BiPE method.
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A. Proofs
A.1. Technical Lemmas

In this subsection, we present some technical lemmas that show how the MLP and Transformer can perform basic operations.
We show that the MLP with GeLU activation can perform scalar multiplication, selection, and Boolean matrix multiplication;
and that the attention layer can perform the COPY operation.

Lemma A.1 (From Feng et al. (2023)). For any ϵ > 0 and M > 0, there exist a two-layer MLP f : R2 → R with GeLU
activation and parameters with ℓ∞ norm upper bounded by O(poly(M, 1/ϵ)) such that |f(a, b) − ab| ≤ ϵ holds for all
a, b ∈ [−M,M ].

Lemma A.2 (From Feng et al. (2023)). Let g : Rd1 → Rd2 be a two-layer MLP with ReLU activation, and all parameter
values are upper bounded by M . For any ϵ > 0, there exists a two-layer MLP f of the same size with GeLU activation and
parameters upper bounded by O(poly(M, 1/ϵ)) in the ℓ∞ norm, such that for all x ∈ Rd1 , we have ∥f(x)− g(x)∥∞ ≤ ϵ.

Lemma A.3 (From Feng et al. (2023)). Define the selection function g : Rd × Rd × R → Rd as follows:

g(x,y, t) =

{
x if t ≥ 0,
y if t < 0.

(1)

Let f : Rd × Rd × R → Rd be a two-layer MLP with GeLU activation. Then, for any ϵ > 0, α > 0, and M > 0, there
exist MLP parameters with ℓ∞ norm bounded by O(poly(M, 1/α, 1/ϵ)), such that for all x ∈ [−M,M ]d, y ∈ [−M,M ]d,
and t ∈ [−∞,−α] ∪ [α,+∞], we have ∥f(x,y, t)− g(x,y, t)∥∞ ≤ ϵ.

Lemma A.4. Let f : Rd1×d2 × Rd2×d3× → Rd1×d3 be a two-layer MLP with GeLU activation, and given a Boolean
matrix B, let eB be the vector by flattening the matrix B. Then, for any ϵ > 0, α > 0, and M > 0, there exist MLP
parameters with ℓ∞ norm bounded by O(poly(1/ϵ)), such that for all A ∈ {0, 1}d1×d2 and B ∈ {0, 1}d2×d3 , we have
∥f(eA, eB)− eA·B∥∞ ≤ ϵ.

The proof of Lemmas A.1 to A.3 can be found in the appendix of Feng et al. (2023), and we will give the proof of
Lemma A.4.

Proof of Lemma A.4. Given two Boolean matrices A ∈ {0, 1}d1×d2 and B ∈ {0, 1}d2×d3 . We can represent the output
A ·B by the following formula:

(A ·B)i,j =
∨

k∈[d2]

(Ai,k ∧Bk,j)

=ReLU
( ∑

k∈[d2]

ReLU(Ai,k +Bk,j − 1)
)
− ReLU

( ∑
k∈[d2]

ReLU(Ai,k +Bk,j − 1)− 1
)

Therefore, we can implement the Boolean matrix multiplication by the MLP with ReLU activation, and according to
Lemma A.2, the MLP with GeLU activation can perform the Boolean matrix multiplication.

Then we introduce a basic operation that can be implemented by the attention layer. And following it, we give a special
form of this operation used in the proof of our main theorems.

Let n be an integer and e1, e2, · · · , en be a sequence of vectors, whose ℓ∞ norm is bounded by a large constant M . Let
K,Q ∈ Rd′×d be any matrices, and let 0 < ρ < M be any real numbers. Denote qi = Qxi and kj = Kxj . The output of
the COPY operation is a sequence of vectors u1, · · · ,un with ui = epos(i), where pos(i) = argmaxj∈[i] qi · kj . Moreover,
we assume that the matrices Q,K and scalars δ satisfy that for all considered sequences e1, e2, · · · , en, we have for any i
and j ∈ [n]\{pos(i)}, either qi · kpos(i) − qi · kj ≥ δ. This assumption guarantees that there are sufficient gaps between the
attended position and other positions. Then we prove that the attention layer can implement the COPY operation.

Lemma A.5 (From Feng et al. (2023)). For any ϵ > 0, there exists an attention layer with embedding size O(d) and one
causal attention head that can approximate the COPY operation defined above. Formally, for any considered sequence of
vectors e1, e2, . . . , en, denote the corresponding attention output as o1,o2, . . . ,on. Then, we have ∥oi −ui∥∞ ≤ ϵ for all
i ∈ [n]. Moreover, the ℓ∞ norm of attention parameters is bounded by O(poly(M, 1/δ, log(n), log(1/ϵ))).
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The proof of this lemma can be found in Feng et al. (2023). Based on the Lemmas A.1 and A.5, given the token index i as
the absolute PE, the attention layer can copy the embedding at the specific position by the following construction. Given
a specific position i, we can construct the query q = (1, i2, i) and the key of the j-th token kj = (−j2,−1, 2j) by MLP,
according to Lemma A.1. Then q · kj = −(i− j)2 gets the maximum when i = j, and we can concentrate the attention on
the i-th token and copy its embedding by Lemma A.5.

A.2. Proofs of Main Theorems

In this subsection, we will prove Theorems 3.1 and 3.2, for ease of reading we restate the theorems here and then give proof.

A.2.1. PROOF OF THEOREM 3.1

Theorem A.6 (Lower Bound for Transformer with APE to Represent NFA). For any size of state set, there exists an NFA
N = (Q,Σ, δ, q0, F ) such that a Transformer with APE needs at least O(|Q|2) embedding size to represent the NFA.

We prove this theorem in the log-precision setting, which is a realistic and practical setting for transformers. In this setting,
each value in the transformer is encoded by O(logN) bits, where N is the input length. This corresponds to the practical
scenario where the transformer handles input sequences of up to a few thousand tokens, using 16 or 32 bits floating-point
numbers. Theoretically, the log-precision number can approximate any real number of magnitude O(poly(N)) with an
error of O(poly(1/N)). Each neuron in the transformer can store only O(log(n))-bits information and thus cannot retain
the full information of the entire input sequence, which is reasonable and aligned with practical scenarios.

Proof of Theorem A.6. Given the state set Q, we can construct a NFA N = (Q,Σ, δ, q0, F ) as follows:

• The state set Q is given, and assuming Q = {q1, q2, · · · , qn}.

• Σ is the set of all maps from the state set Q to its power set, i.e. Σ = {f : Q → P(Q)}.

• Given a state q ∈ Q and a symbol f ∈ Σ, δ(q, f) = f(q).

• q0 = q1.

• F = {qn}.

To prove that the embedding dimension of the transformer to represent N is at least O(n2), we use the following argument.
The size of the alphabet is 2n

2

, so we need at least O(n2) bits to embed each input symbol. Suppose the embedding
dimension is o(n2). Then we can find two input sequences of constant size that have the same embeddings in the transformer
but different outcomes for the NFA. Since the length of the input sequence is constant, the transformer uses o(n2) bits to
represent the embedding for each token. Therefore, there exist two input tokens f and f ′ that have the same embedding.
Let qi ∈ f(qj) and qi /∈ f ′(qj). Then we can construct two input sequences S = [f1, f, f2] and S′ = [f1, f

′, f2], where
f1(q0) = {qj}, f2(qi) = {qn}, and f2(q) = ∅ for q ̸= qi. The embeddings of these two sequences in the transformer are the
same, but one is accepted by N while the other is not. Hence, the transformer with embedding size o(n2) cannot represent
the NFA N . A transformer with APE needs at least O(n2) embedding size to represent the NFA.

A.2.2. PROOF OF THEOREM 3.2

Theorem A.7 (Upper Bound for Transformer with BiPE to Represent Bi-NFA). For any Bi-NFA N = (Q,Σ, δ, q0, F ), Q =
{Q1, Q2, · · · , Qk} there exists a Transformer with BiPE and O(k2+

∑
i∈[k] |Qi|2) embedding size can represent the Bi-NFA.

In this proof, we use the log-precision transformer with the GeLU activation function and O(logN) layers, where N is
the input length. This choice of layers is crucial for the transformer to represent automata, as a constant-layer transformer
would require a super-polynomial embedding size (in the input length) to do so (Liu et al., 2022). Without loss of generality,
we focus on the Bi-PE model with T5-relative PE as the inter-segment positional encoding and APE as the intra-segment
positional encoding. Moreover, our proof can be easily extended to other variants of Bi-PE, such as those with RoPE or
AliBi as the inter-segment positional encoding.
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T5-relative PE. We use the T5-relative PE method to compute the attention logits before applying the softmax function.
The attention logits are given by the following equation:

ARPE(X) = XWQ(XWK)⊤ +B

where Bi,j = rmin(i−j,K), K is a hyper-parameter, and {ri}Ki=0 are learnable scalars that represent the relative position
embeddings.

Proof Sketch. In this proof, we construct a transformer containing two modules to represent the Bi-NFA. The first module
computes the state transitions in the segment, and the second module computes the state transitions between the segments.
Each module contains O(logN) attention layers and implements a classic divide-and-conquer algorithm.

Proof of Theorem A.7. Given a Bi-NFA N = (Q,Σ, δ, q0, F ), we will first introduce some notations and the basic idea
behind our construction.

The State Transition in Each Segment. Given Q = {Q1, · · · , Qk}, we use qi,j for the j-th state in Qi and define
Q =

⋃
i∈[k] Qi, Q∗ = {q∗i }. Without loss of generality, we assume that qi,1 is the start state q∗i in Qi and q0 = q∗1 .

Given an input symbol w, we view it as a map fw from Q to P(Q) such that fw(q) = δ(w, q), and an input string
S = [w1, w2, · · · , wn] as the composition of fs = fw1 · fw2 · · · fwn . Denoting the segment separator as w∗ ∈ Σ, for
any input symbol w ̸= w∗, we use a tuple of boolean matrices M(w) =

(
M1(w),M2(w), · · · ,Mn(w)

)
to represent

it, such that Mi,j,k(w) =
(
Mi(w)

)
j,k

= I[qi,j ∈ δ(w, qi,k)]. We define the multiplication of two tuples of matrices as
M(w) · M(w′) =

(
M1(w) ·M1(w

′), · · · ,Mn(w) ·Mn(w
′)
)
, which is the composition of fw · fw′ . In the transformer, we

flatten M(w) to a vector m(w). We use the MLP to implement the multiplication of two tuples of matrices according to
Lemma A.4. Moreover, a string without a segment separator can be viewed as the multiplication of these tuples of matrices.
Given a string without segment separator S = [w1, w2, · · · , wn], we compute M(S) =

∏
i∈[n] M(wi) and denote the vector

flattened from M(S) as m(S). Given the start state q∗i , we get the state set of the Bi-NFA {qi,j |Mi,1,j(s) = 1} after taking
in the string S. Moreover, we use the notation wi,j : wi,k and M(wi,j : wi,k) to represent the substring from wi,j to wi,k

and its state transition matrix tuple. We can use the classic divide-and-conquer algorithm to compute M(s) =
∏

i∈[n] M(wi),
and the first module of the transformer we construct implements the algorithm.

The State Transition between Segments. A segment S = [w1, w2, · · · , wn, w
∗] can be viewed as a map from

{q∗1 , q∗2 , · · · , q∗k} to P({q∗1 , q∗2 , · · · , q∗k}). For the segment separator w∗, we can also view it as a tuple of matrices
M(w∗) =

(
M1(w

∗),M2(w
∗), · · · ,Mk(w

∗)
)
, where Mi,j,k(w

∗) = I[q∗k ∈ δ(w∗, qi,j)]. Therefore, we can compute
the state transition matrix A(S) of the segment S such that Ai,j(S) = Mi,1,j(S). We have Ai,j(S) = I[q∗j ∈ δ(S, q∗i )].
Given a sequence of segments S = S1 ⊕ S2 ⊕ · · · ⊕ Sn, we can compute A(S) = Πi∈[n]A(Si). Then given the start state
q0, we can get the final state set Q(S) after the Bi-NFA taking in the input S such that Q(S) = {q∗i |A1,i(S) = 1}. Then
the Bi-NFA accepts S if and only if Q(S) ∩ F ̸= ∅, and this condition judgment can be formulated as the product of two
Boolean vectors and therefore, can be implemented by MLP. For convenience and clarity in presenting our proof, in the
representation of the transformer, we flatten the matrices A(S) and A(S) to vectors and we denote them as a(S) and a(S),
respectively. We use the notation Si : Sj and A(Si : Sj) to represent the substring from Si to Sj and its state transition
matrix.

Token Embeddings. Given a input sequence S = S1 ⊕ S2 ⊕ · · · ⊕ Sn and Si = [wi,1, wi,2, · · ·wi,li−1, w
∗
i ], assuming

the length of the sequence is upper boumded by N . As a standard way in NLP, we add a <SOS> at the beginning of the
string. For each token wi,j ̸= w∗, and wi,j ̸= <SOS>, after combining the absolute positional embedding, the embedding
at the beginning is x0

i,j =
(
m(wi,j), 1, 0, 0, i

)
, and the embeddings for w∗ and <SOS> is (0, 0, 1, 0, li) and (0, 0, 0, 1, 1),

respectively. The embedding size at begining is O(
∑

i∈[k] |Qi|2).

Module I. The first module contains (⌈log(N)⌉+ 1) layers, and in this module, the token only attends to the tokens in the
same segment. Therefore, the T5-relative PE for these layers is ri = −∞ for i ̸= 0 and r0 = 0. At the layer l, the input
embeddings of token wi,j is x1,l

i,j =
(
m(wi,max(1,j−2l) : wi,j), 1, 0, 0, i

)
, where wi,j1 : wi,j2 = [wi,j1 , wi,j1+1, · · · , wi,j2 ].

The first module completes the following tasks:

• Copy the embedding of token wi,j−2l , note that when j − 2l < 1, the embedding copied is meaningless.
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• Calculate the multiplication of two tuples of transition matrices defined in the previous paragraph.

• Select the embedding, when j − 2l < 1, the output embedding is the same as the input, and when j − 2l ≥ 1, the
output is the outcome of the multiplication.

Therefore, the output embeddings of the token wi,j at the layer l is x1,l+1
i,j =

(
m(wi,max(1,j−2(l+1)) : wi,j), 1, 0, 0, i

)
.

According to Lemmas A.3 to A.5 we can implement the COPY operation by the attention layer, and implement the
multiplication of two tuples of matrices, and the selection operation by the MLP. After ⌈log(N)⌉ layers, the output
embedding of wi,j is x1,⌈log(N)⌉

i,j =
(
m(wi,1 : wi,j), 1, 0, 0, i

)
. At the final layer, the token w∗ copies the embedding of the

previous token wi,li−1, and uses the MLP to compute the transition matrix of this segment. The final output of this block
for the token w∗

i is
(
a(Si), 0, 1, 0, li

)
, for the token <SOS> is (0, 0, 0, 1, 1), and for the token wi,j is (0, 1, 0, 0, j). The

embedding size of the first module is O(
∑

i∈[k] |Qi|2).

Module II. The second module contains ⌈log(N)⌉ layers, and we only need to concentrate our attention on the embedding
of the last token of each segment. Similar to the previous block, at the layer l, the input embeddings of token w∗

i is(
a(Smax(1,i−2l) : Si), 0, 1, 0, li

)
, where Si : Sj = Si ⊕ Si+1 ⊕ · · · ⊕ Sj . The second module completes the following

tasks:

• Copy the embedding of last token of segment Si−2l , note that when i− 2l < 1, the embedding copied is meaningless.

• Calculate the multiplication of two transition matrices defined in the previous paragraph.

• Select the embedding: when i− 2l < 1, the output embedding is the same as the input, and when i− 2l ≥ 1, the output
is the outcome of the multiplication.

Therefore, the output embeddings of the token w∗
i is

(
a(Smax(1,i−2(l+1)) : Si), 0, 1, 0, li

)
. we design the relative positional

embedding as ri = −∞ for i ̸= 2l and r2l = 0. Note that, when i− 2l < 1, the token will give uniform attention to the last
token of each segment previous to it, therefore, we can use the embedding of <SOS> to detect this case. When the value indi-
cates <SOS> is greater than 1

N , we have i− 2l < 1 and maintain the embeddings. According to Lemmas A.3 to A.5 we can
implement the copy operation by the attention layer, and implement the multiplication of two matrices and the selection opera-
tion by the MLP. Then we can get the final state set from the embedding of the last token of the input sequence and we can use
an MLP to compute the outcome to determine accepting the input or not. The embedding size of the second module is O(k2).

Therefore, we construct a transformer with BiPE, and O(k2 +
∑

i∈[k] |Qi|2) embedding size can represent the Bi-NFA.

B. More Related Works
B.1. Previous Bi-level Positional Encoding Approaches.

The original BERT (Devlin et al., 2019a) model also includes two encodings for representing positions, but its approach
differs significantly from our BiPE. Primarily, BERT only needs to specify two segments using absolute encoding, tailored
for the next sentence prediction task, not for length extrapolation. Furthermore, BERT treats a sequence as a flat array of
tokens and defines the segments in an arbitrary way, ignoring the intrinsic segmentation of language data. Liu (2019) further
extends BERT for summarization tasks. They modify the BERT configuration by encoding whether the segment index is
odd or even and encoding the absolute token position in the whole sequence. It is noteworthy that the first one cannot carry
enough segment-level positional signals, and the latter one faces the same problem as BERT and cannot extrapolate to longer
contexts. Another similar work is Segatron (Bai et al., 2021). It introduces paragraph and sentence segmentation to the
relative position encoding, which resembles the inter-segment encoding in BiPE. However, the absolute token position is still
calculated in the whole sequence, which still incurs length extrapolation issues. In contrast, in our work, the intra-segment
encoding only identifies the location of each token within the segment, and the inter-segment encoding specifies the segment
indexes. By properly using different kinds of positional encodings, our BiPE can be used in longer sequences.

C. Visualization of Distribution
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Figure 7. Left: The distribution of the token number in one segment with different sequence lengths. Right: The distribution of the
number of segments with different sequence lengths. We use the tokenizer of Llama 2 (Touvron et al., 2023) for tokenization on ArXiv.
Full stop“.” and newline “\n” are used for segmentation.

Figure 8. Left: The distribution of the token number in one segment with different sequence lengths. Right: The distribution of the
number of segments with different sequence lengths. We use the tokenizer of Llama 2 (Touvron et al., 2023) for tokenization on
PRM800K (Lightman et al., 2023). Full stop“.” and newline “\n” are used for segmentation.

D. Experimental Details
D.1. Capacity Experiments

Table 3. Model configurations for capacity experiments.

Layers 3
Attention heads 4

Head dimensions {12, 16, 64}
Hidden dimensions {48, 64, 256}

FFN dimensions {192, 256, 1024}
Model parameters {87K, 153K, 2.4M}

Table 4. Training recipes for capacity experiments.

Batch size 512
Epochs 100
Dropout 0.1

Weight decay 0.01
Optimizer AdamW

Learning rate 1e− 4

In this experiment, we use the Arithmetic task (Feng et al., 2023) to empirically verify the parameter efficiency brought
by our BiPE method. Given an arithmetical expression consisting of numbers, basic operations (+,−,×,÷,=) and
brackets, e.g., (1 + 2) × (3 + 5) =, this task requires language models to calculate and generate the correct result, e.g.,
24. Following Feng et al. (2023), we train all models using Chain-of-Thought demonstrations, e.g., for the input sequence
(7+8)÷ (5+2×7−2×8), the output sequence is 15÷ (5+2×7−2×8) = 15÷ (5+14−2×8) = 15÷ (19−2×8) =
15 ÷ (19 − 16) = 15 ÷ 3 = 5. The evaluation metric is the accuracy of the final answer. We refer interested readers to
Appendix H in Feng et al. (2023) for additional details.
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Model configurations. In this experiment, we train decoder-only Transformer-based language models with different
positional encoding techniques while keeping all the other configurations the same. For Sinusoidal PE, we follow Vaswani
et al. (2017) to set the hyperparameters in sine and cosine functions. For RoPE and XPOS, we follow Su et al. (2021); Sun
et al. (2023) to set the hyperparameters in the rotary matrix respectively. For ALiBi, we follow Press et al. (2022) to set the
slope values in each attention head. For the intra segment encoding of our BiPE, we use the learnable absolute positional
encoding. For the inter segment encoding of our BiPE-RoPE, the hyperparameters are kept the same as (Su et al., 2021). For
the inter segment encoding of our BiPE-ALiBi, the slope values are set to 96 times of the original ALiBi’s setting. Other
model configurations are provided in Table 3.

Training recipes. The next token prediction objective (Brown et al., 2020) is adopted for language model training. The
number of operators in the arithmetic dataset is set to 6, which yields a total sequence length of 223 for Chain-of-Thought
demonstrations. The training recipes are provided in Table 4. All models are trained on 4 NVIDIA A100 GPUs.

D.2. Length Extrapolation Experiments

Table 5. Model configurations for length extrapolation experiments.

Layers 12
Attention heads 12

Head dimensions 64
Hidden dimensions 768

FFN dimensions 3072
Model parameters 155M

Table 6. Training recipes for length extrapolation experiments.

Batch size 256
Total training steps 500k

Dropout 0.0
Weight decay 0.01

Optimizer AdamW
Learning rate 1e− 4

Model configurations. In this experiment, we train decoder-only Transformer language models with different positional
encoding techniques while keeping all the other configurations the same. For Sinusoidal PE, we follow Vaswani et al. (2017)
to set the hyperparameters in sine and cosine functions. For RoPE and XPOS, we follow Su et al. (2021); Sun et al. (2023) to
set the hyperparameters in the rotary matrix respectively. For Randomized RoPE, we set the extended positions 4 times of the
training length. We also conducted experiments on the extended positions 16 times of the training length in Figure 9, which
shows performance degradation. For ALiBi, we follow Press et al. (2022) to set the slope values in each attention head. For
the intra segment encoding of our BiPE, we use the learnable absolute positional encoding. For the inter segment encoding
of our BiPE-RoPE, the hyperparameters are kept the same as (Su et al., 2021). For the inter segment encoding of our BiPE-
ALiBi, the slope values are set to 96 times of the original ALiBi’s setting. Other model configurations are provided in Table 5.

Training recipes. The next token prediction objective (Brown et al., 2020) is adopted for language model training. All
models are trained on the Pile dataset1 (Gao et al., 2020) with a total sequence length of 1024. The training recipes are
shown in Table 6. All models are trained on 8 NVIDIA A100 GPUs.
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Figure 9. Language modeling perplexity with varying evaluation sequence lengths for Randomized RoPE trained on the Pile dataset with
different times of the training length for extended positions.

1We use a copy of the Pile dataset with all copyrighted contents removed: https://huggingface.co/datasets/
monology/pile-uncopyrighted.
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D.3. Integrating BiPE with Fine-tuning Strategies

Table 7. Finetuning recipes for the YaRN strategy.

Batch size 64
Total training Steps 500

Dropout 0.0
Weight decay 0.01

Optimizer AdamW
Learning rate 2e− 5

Table 8. Finetuning recipes for long context benchmark.

Batch size 64
Total training steps 5000

Dropout 0.0
Weight decay 0.01

Optimizer AdamW
Learning rate 1e− 5

Model configurations. In this experiment, we use the YaRN strategy to fine-tune pre-trained language models with RoPE
and our BiPE-RoPE. All the model configurations are the same as those in Table 5.

Fine-tuning recipes. We set the scale factor in YaRN to 16 and fine-tune models using the next token prediction task for
500 steps on the Pile (Gao et al., 2020) dataset with a sequence length of 4096. The finetuning recipes are shown in Table 7.
All models are fine-tuned on 8 NVIDIA A100 GPUs.

D.4. Long Context Benchmark

Model configurations. In this experiment, we fine-tune pretrained language models with different positional encoding
methods on SCROLLS (Shaham et al., 2022). It is a long context benchmark that consists of seven distinct datasets
covering different tasks, e.g, Question-Answering (Qasper (Dasigi et al., 2021), NarrativeQA (Kočiský et al., 2018), and
QuALITY (Pang et al., 2022)), Natural Language Inference (ContractNLI (Koreeda & Manning, 2021)) and Summarization
(QMSum (Zhong et al., 2021), SummScreenFD (Chen et al., 2022), and GovReport (Huang et al., 2021)). All the model
configurations are the same as those in Table 5.

Fine-tuning recipes. We fine-tune models using the next token prediction objective on each task with a sequence length
of 8192. The finetuning recipes are provided in Table 8. The model checkpoint that achieves the best performance on the
validation set is selected for the final evaluation. The test results are obtained from the official SCROLLS website2. All
models are fine-tuned on 8 NVIDIA A100 GPUs.

2https://www.scrolls-benchmark.com/submission
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