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Abstract
In this paper, we address the challenge of
Perspective-Invariant Learning in machine learn-
ing and computer vision, which involves enabling
a network to understand images from varying per-
spectives to achieve consistent semantic interpre-
tation. While standard approaches rely on the
labor-intensive collection of multi-view images
or limited data augmentation techniques, we pro-
pose a novel framework, Discrete Latent Perspec-
tive Learning (DLPL), for latent multi-perspective
fusion learning using conventional single-view
images. DLPL comprises three main modules:
Perspective Discrete Decomposition (PDD), Per-
spective Homography Transformation (PHT), and
Perspective Invariant Attention (PIA), which work
together to discretize visual features, transform
perspectives, and fuse multi-perspective semantic
information, respectively. DLPL is a universal
perspective learning framework applicable to a
variety of scenarios and vision tasks. Extensive
experiments demonstrate that DLPL significantly
enhances the network’s capacity to depict images
across diverse scenarios (daily photos, UAV, auto-
driving) and tasks (detection, segmentation).

1. Introduction
According to the theory of photography (Elkins, 2006; Ben-
gio et al., 2013), image perspective/viewpoint refers to the
perception of depth and spatial relationships between ob-
jects within an image. In the fields of machine learning and
computer vision, current research often employs a variety
of methods to enhance networks’ Perspective-Invariant
Learning (YU2, 2018; LO1, 1997), which involves en-
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Figure 1. The comparison of perspective-oriented learning meth-
ods: Perspective Augmentation, Multi-View Data Training, and
the proposed Discrete Latent Perspective Learning.

abling the network to learn scene information from different
viewpoints and ensuring consistency in semantic learning
across these varying perspectives, thus improving the por-
trayal of semantic information within images1. As shown in
Figure 1, the most commonly used approaches include: (1)
collecting multi-view images of a given scene to conduct
multi-view training (Yu et al., 2023), and (2) utilizing data
augmentation techniques (Cubuk et al., 2019), such as rota-
tion and flipping, to increase the diversity of perspectives.

However, in the former case, the acquisition of multi-view
images is significantly more challenging than that of single-
view images, since the latter can rely on fixed cameras with
a wide range of sources (e.g., Internet, vehicle-mounted
cameras, surveillance cameras), whereas multi-view im-

1In this paper, the terms “perspective” and “viewpoint” are
used interchangeably, the former is derived from the theory of
photography, while the latter is more commonly employed in
general discourse.
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UAV Scene: Top-Down View / Bird's Eye View (DroneSeg)

Almost perpendicular to the ground (Angle: close to 0°)

Oblique View (Angle: about 40°~60°)

Almost parallel to the ground (Angle: close to 90°)

Almost perpendicular to the ground (Angle: close to 0°)

Auto-Driving: Head-Up View (Different Angles) (Cityscapes)

Daily Photos:  General  View   (Pascal, COCO, ADE20K)

Figure 2. The variation in image perspectives in three typical sce-
narios: auto-driving, UAV flight, and daily photos. UAV images
exhibit more diverse and dynamic viewpoints due to variations in
flight heights, angles, and other factors. However, these datasets
lack multi-view images for a single scene, preventing existing net-
works from effective perspective-invariant learning of the images.

ages are heavily dependent on manual collection, requiring
multi-directional shooting of a scene, which is both time-
consuming and labor-intensive. In practice, the costs as-
sociated with this method are difficult to justify, and the
organization and annotation of multi-view images are also
more expensive due to the need to ensure consistency in la-
beling. In the latter case, data augmentation methods often
employ hand-crafted rotation operations to augment image
perspectives, aiming to enhance training diversity. However,
these operations yield limited performance improvements as
they generate similar and rigid results, failing to capture the
practical perspective changes encountered in real-world ap-
plications, such as Unmanned Aerial Vehicle (UAV) flights,
auto-driving and daily photos, as shown in Figure 2.

In this paper, we propose to perform latent multi-perspective
fusion of Invariant Learning within the discrete feature
space, based on conventional single-view images. To
achieve this, we present a systematic Discrete Latent Per-
spective Learning (DLPL) framework, comprising Perspec-

tive Representation, Transformation, and Multi-Perspective
Fusion. Firstly, since perspective lacks a clear formula-
tion in current research, we begin with Perspective Discrete
Decomposition (PDD) to discretize the visual feature2 to
decompose the latent perspective representation. Following
this, in line with photography theory, we treat the perspec-
tive as a spatial projection of the image, and transform it to
generate new descriptive perspectives with the Perspective
Homography Transformation (PHT) module. These new
perspectives correspond to alternatives spatial projection of
the image. Finally, we integrate both the perspectives for
fusion learning, with Perspective Invariant Attention (PIA),
to obtain perspective-invariant semantic information of the
image, ultimately enhancing the model’s ability to depict
the image. It is important to note that DLPL is a universal
learning framework for image perspectives and applicable
broadly to different scenarios (daily photos, UAVs, Auto-
driving) and various vision tasks (classification, detection,
segmentation).

The overall contributions can be summarized as follows:

• DLPL is a general perspective-invariant learning frame-
work that enables multi-perspective fusion learning
within latent feature space for single-view images.

• Specifically, DLPL systematically includes key pro-
cesses such as Perspective Representation (PDD), Per-
spective Transformation (PHT), and Multi-Perspective
fusion (Multi-Level PIA).

• Experiments demonstrate that DLPL achieves impres-
sive results across a wide range of scenarios (daily
photos, UAV, Auto-driving) and different vision tasks
(detection and segmentation).

2. Related Work
2.1. Scene Understanding

In existing visual datasets, changes in the perspective of
images are very common and pose numerous challenges to
image understanding. Among these, high-altitude scenes,
such as those captured by UAVs or satellites, feature partic-
ularly rich variations in viewpoints. Initial works on core

2In this paper, we define “visual feature” as characteristics
extracted directly from input images using conventional CNNs
or ViTs, primarily containing visual information and represent-
ing the image’s semantics. This aligns with the understanding
in existing works (Caron et al., 2020; 2018; Jing & Tian, 2020).
“Perspective feature/representation” refers to features related to the
image’s perspective, extracted from visual features using our de-
signed Perspective Discrete Decomposition (PDD) module, mainly
representing the image’s perspective information. Additionally, vi-
sual features can be reconstructed from perspective representations
through Visual Reconstruction (VR) module.
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Figure 3. The architecture of DLPL framework within a Vision Transformer (ViT) setup, which is divided into an encoder with a Visual
Feature Extraction module and four DLPL blocks, and a task-specific decoder. The DLPL block include: (1) Perspective Discrete
Decomposition (PDD) module decomposes input visual features I into a latent representation P; (2) Visual Reconstruction (VR) module
reconstructs visual features from P with a loss function Lrec; (3) Perspective Embedding Space P constructed through EMA, based
on P; (4) Perspective Transformation leverages Homography for perspective variation, followed by VR to obtain reconstructed visual
features I′rec of the transformed perspective P′. Finally, Perspective-Invariant Learning fuses the features of the original and transformed
perspectives using Perspective-Invariant Attention (PIA) to learn semantic information invariant to perspective changes.

high-altitude vision tasks like object detection and semantic
segmentation (Fu et al., 2022; Ji et al., 2023b;a; Chen et al.,
2024b) often adapt network architectures from methods de-
signed for natural scenes to establish baseline results. In
contrast, the variations in perspectives within auto-driving
(Cordts et al., 2016) and daily photo (Zhou et al., 2017)
scenarios are not as pronounced. A plethora of methods
have been proposed, including early CNN-based approaches
(Chen et al., 2018a; Yuan et al., 2020; Zhu et al., 2021a;
Ji et al., 2021; 2022; Hu et al., 2020; Ji et al., 2024a;b;
Wang et al., 2021b;a; 2023; Feng et al., 2018; Ji et al., 2019)
and recent methodologies based on Vision Transformers
(ViTs) (Xie et al., 2021; Zheng et al., 2021; Yu et al., 2022;
Carion et al., 2020; Zhu et al., 2023b;c; 2024a), as well as
emerging studies on large vision models and multimodal
models (Kirillov et al., 2023; Zhu et al., 2023a; Chen et al.,
2023b; Zhu et al., 2024b). Nevertheless, economically and
effectively addressing the challenges posed by perspective
changes remains a difficult issue to be resolved.

2.2. Perspective-Oriented Learning

Current work on Perspective Learning primarily focuses on
data augmentation techniques based on single-view images
(Cordts et al., 2016; Zhou et al., 2017) and joint training
with multi-view datasets (Yu et al., 2023; Chen et al., 2023a).

A substantial body of research on data augmentation tech-
niques (Mumuni & Mumuni, 2022; Cubuk et al., 2019;
Chen et al., 2024a) has been conducted in existing works,
including earlier strategies based on manual rules and later
studies that are based on trained learning approaches. The
construction of multi-view datasets is a more recent area
of research, which involves capturing scenes and targets
from multiple orientations. The creation of such datasets
often demands significant human effort, and in tasks requir-
ing fine-grained annotation like segmentation, there is the
challenge of maintaining consistency across multiple orien-
tations, that is, ensuring that the fine-grained annotations for
the same target from different perspectives have consistent
semantic meanings.

3. Discrete Latent Perspective Learning
3.1. Top-Down Overview

DLPL is a flexible and systematic framework for enhanc-
ing perspective-invariant learning capabilities in both CNNs
and ViT networks. Specifically, as shown in Figure 3, tak-
ing a general ViT architecture as an example, DLPL can
be implemented in the form of Transformer Blocks. The
encoder includes a basic Visual Feature Extraction module
and four DLPL Blocks. The decoder, on the other hand,
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Figure 4. The illustration of PDD. It takes visual features I as input and processes through three key steps: (1) Extraction of perspective
prototypes from a point-ness map S using spatially structured supporting points; (2) Discretization of the continuous perspective
distribution into M levels within the latent feature space; (3) Construction of a statistical perspective graph G by encoding the intensity
and positional relationships of discretized levels. This process yields the latent perspective feature map P.

chooses the appropriate structure based on the specific task
type (classification/segmentation/detection).

Extracting Original Perspective Representation (Section
3.2). Within each DLPL Block, given the input visual fea-
ture I (which contains the original image perspective), we
extract the original perspective representation from I, by the
Perspective Discrete Decomposition (PDD) module.

Reconstructing Visual Feature (Section 3.3). In order to
ensure that the visual feature can be reconstructed from the
perspective representation, we design a Visual Reconstruc-
tion (VR) module. We constrain I and the reconstructed
visual feature Irec to be equivalent through a loss function
Lrec. This is a self-training process.

Perspective Space Construction (Section 3.4). Concur-
rently, during training, based on the perspective P of each
image, we can incrementally build the Perspective Embed-
ding Space P for the entire dataset. To maintain training
stability, we update P using an Exponential Moving Aver-
age (EMA) method without backpropagating gradients.

Perspective Transformation (Section 3.5). As the VR’s
reconstruction ability and P become stable, we leverage
the spatial Homography properties of image perspective,
combined with the distribution of P , to transform P and
obtain another perspective P′, of the image. Then, through
VR, we obtain the corresponding visual feature I′rec of P′.

Perspective-Invariant Learning (Section 3.6). We fuse
the visual feature I (with original perspective P) and

I′rec (with transformed perspective P′) using multi-level
Perspective-Invariant Attention (PIA) to learn the network’s
semantic expression of image information under different
perspectives.

In training, Visual Reconstruction and Perspective Space
Construction accompany the entire training process. In
contrast, Perspective Transformation training begins after
the first two processes stabilize, at the 30% of the entire
training epoch. Perspective-Invariant Learning also occurs
throughout the entire training process. During the initial
30% training epoch, since P′ is not ready, PIA degenerates
to Self-Attention learning solely based on P.

3.2. Perspective Discrete Decomposition

Since perspective lacks a clear formulation in current re-
search, we begin with the PDD module. Drawing from vi-
sual features extracted by the previous module, we construct
prototypes of image perspectives based on key supporting
vectors of the perspective. These are then discretized within
the latent feature space and statistically analyzed to decom-
pose the implicit perspective distribution map P, as shown
in Figure 4.

Formally, PDD receives the visual feature IC×H×W as in-
put and produces a perspective feature P ∈ RM×M×C′

,
where C,C ′ are the feature channels, H,W are the spatial
dimensions, M is the discretization levels. Generally, PDD
exploits the explicit well-formulated distribution of struc-
tured supporting points which build up the spatial structured
prototype to tell the implicit perspective information. In
concrete, PDD consists of three procedures:
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Figure 5. The illustration of Visual Reconstruction (VR). It is es-
sentially the inverse of the PDD process, which reconstructs the
visual feature from perspective representation.

Perspective Prototype Extraction. Besides I, we utilize
a pretrained SuperPoint (DeTone et al., 2018) network to ex-
tract point-ness map S of the original image, which serve as
the supporting structure of image perspective. The theoreti-
cal basis behind this motivation stems from related research
such as multi-view visual understanding(Ma et al., 2021;
Dong et al., 2019; Yağmur & Ates, 2023), which utilizes
the structured spatial information of keypoints as support
points to characterize the spatial structure of the image’s
perspective during actual photography (Zeng et al., 2018;
Liu & Li, 2023; Zhang & Hanson, 1996; Li et al., 2020).
Next, we apply point-ness attention to I and S to obtain a
basic perspective prototype,

F = Softmax(
I× S⊤
√
C

)× S, (1)

where ⊤ is the matrix transposition operation. F ∈
RC×H×W is the perspective-structured visual feature.

Discretization. In order to effectively represent perspec-
tive within deep neural networks, we firstly perform Dis-
cretization on it. Inspired by (Zhu et al., 2021a; Ji et al.,
2022), PDD defines M levels by equally dividing F in the
spatial dimension. Specifically the m-th (m ∈ [1,M ]) level
Lm ∈ RC is computed as:

Lm =
m ·max(F) + (M −m) ·min(F)

M
. (2)

Next, based on L, we use M discretization functions to
discretize F into an embedding D ∈ RM×C×H×W , where
each Fi,j(i ∈ [1, H], j ∈ [1,W ]) is discretized into Di,j ∈
RM×C . Specifically,

Dm,i,j =


e− |Lm − Fi,j |

if |Lm − Fi,j | <
Lm+1 − Lm

2
0 else

,

(3)

where e ∈ RC ,0 ∈ RC denote the Unit vector and Zero
vector respectively. Note a spireshaped function is used
instead of a binary one to ensure that the operation is dif-
ferentiable. D can be viewed as the form of a histogram
for perspective distribution. According to the theory of pho-
tography, the perspective is related to spatial relationship
between objects/pixels within the image. Correspondingly,
we encode the spatial pixel co-occurring relationships by:

D̂i,j = Di,jD
⊤
i,j , L̂ = {L̂m̂},

m̂ = [m1,m2],m1 ∈ [1,M1],m2 ∈ [1,M2],
(4)

where M1 = M2 = M , q̂ ∈ RM×M×C×H×W is spatial co-
occurring perspective histogram, and L̂ is the corresponding
co-occurring level. ⊤ indicates matrix transposition.

Statistical Representation. Further, we construct the per-
spective graph G ∈ RM×M×C′

by squeezing the spatial
dimensions in form of counting the intensity of each level,
then encoding with position corresponding relationship (Zhu
et al., 2021a; Ji et al., 2022):

Gm̂ =Φ(

∑H
i=1

∑W
j=1 D̂m,i,j∑M1

m1=1

∑M2

m2=1

∑H
i=1

∑W
j=1 D̂m,n,i,j

+

H∑
i=1

W∑
j=1

D̂m1,m2,i,jPos Enc(i, j)),

(5)

where Pos Enc indicates the position encoding operation.
Cat is the concatenation operation. Φ is MLP layer for
dimension normalization. As shown in Figure 4, G can be
viewed as a Perspective Distribution Graph, where the levels
{L1L1, L1L2, ..., LM−1LM , LMLM} are nodes. Finally,
we correlate the perspective graph over all nodes to generate
the overall perspective representation P ∈ RM×M×C′

:

P = MA
m̂

(Gm̂), (6)

where MA
m̂

(·) indicate performing multi-head attention over

all m̂ levels. By decomposing in form of discrete graph
in latent embedding space, P is formulated as pointness-
structure-aware thus able to represent the overall perspective
information of the image.

3.3. Visual Reconstruction

As illustrated in Section 3.1 and Figure 5, we exploit the
VR to reconstruct visual feature Irec from the perspec-
tive P. It is essentially the inverse of the PDD process.
Given the input perspective feature P, we first restore the
spatial dimension using an unsqueeze operation to obtain
D̂′ ∈ RM×M×(C×H×W ). Furthermore, we perform level-
wise aggregation to mutually enhance the restored spatial
information in form of multi-head attention. Afterward, we
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embed the discretization levels into the visual feature using
a level-wise squeeze method to obtain D′ ∈ RC×H×W , and
finally, a transformer decoder is used to reconstruct the final
visual feature Irec. All the unsqueeze and squeeze processes
can be accomplished using simple multi-layer MLPs.

In order to enable the reconstruction ability (Ji et al., 2023b),
we use a reconstruction loss to supervise the decoding pro-
cess to constrain the structure affinity between I and Irec,

Lrec = ||I⊤I− I⊤recIrec||2. (7)

3.4. Perspective Embedding Space

Based on the decomposed perspective representation P,
we define a learnable latent perspective embedding space
P ∈ RK×(M×M×C′) = {Pk ∈ RM×M×C′}(k ∈ [1,K]),
where K is the size of the latent space. As shown in Figure
6, in training, we update P as function of exponential mov-
ing average (EMA) of the coming mini-batch perspective
representations Ps from PDD:

For each P in minibatch Ps,

Pk :=


αPk + (1− α)P

if argmin
k

||Pk −P||2 = k

Pk else

,
(8)

where α is the moving weight and we find α = 0.9 to work
well in practice.

Then, we can obtain the overall perspective distribution of
the whole dataset in form of Gaussian Mixed Model (GMM)
over P , as,

p =

K∑
k=1

πkN (Pk,Σk),

K∑
k=1

πk = 1, 0 ≤ πk ≤ 1, (9)
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Figure 7. The illustration of PHT. Based on the characteristics of
projection transformation, we transform the original perspective P
to generate another descriptive perspective P′, which corresponds
to an alternative spatial projection of the image.

where N (·) indicates the Gaussian Distribution, the k-th
component of GMM has the center of Pk with the variance
of Σk, and πk is the mixture coefficient.

3.5. Perspective Homography Transformation

In line with photography theory (Elkins, 2006), we treat the
perspective P as a spatial projection of the image (Malis
& Vargas Villanueva, 2007). Based on the characteristics
of projection transformation, we transform the perspective
to generate another descriptive perspective P′, which cor-
responds to an alternative spatial projection of the image.
Based on Homography concept (Kriegman, 2007), the origi-
nal perspective P and the transformed perspective P′ form
a Homography, and this transformation can be realized with
a Homography matrix.

As shown in Figure 7, in concrete, we generate a close
semantic-related transformation P′ of the original perspec-
tive P, by leveraging the all the perspective distribution and
performing Homography transformation:

P′ = H(P,P)P =

K∑
k=1

H(P,Pk)p(P)

=

K∑
k=1

πnN (P|Pk,Σk)H(P,Pk),

(10)

where H(P,P) is the Homography Matrix of the original
perspective P over all the perspective embedding space P ,
and calculated by the sum of Homography Matrix of P over
each Pk in the space, that is,

∑K
k=1 H(P,Pk). H(P,Pk)

indicates the estimation of Homography matrix between P
and Pk. Mathematically, Homography matrix can represent
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Table 1. The scenes, datasets and task settings in our experiments.
Scenes Semantic Segmentation Object Detection

Auto-Driving Cityscapes (Cordts et al., 2016) -

UAV

UDD6 (Chen et al., 2018b)
iSAID (Waqas Zamir et al., 2019)
UAVid (Lyu et al., 2020)
Aeroscapes (Nigam et al., 2018)
DroneSeg

VisDrone (Zhu et al., 2021b)
UAVDT (Wu et al., 2021)

Daily Photos ADE20K (Zhou et al., 2017) -

Table 2. UAV Scene Segmentation: Comparison with state-of-the-
arts on UDD6, iSAID, UAVid, Aeroscapes and our proposed
DroneSeg datasets.

Method Param. mIoU (%)

UDD6 iSAID UAVid Aeroscapes DroneSeg

Deeplab 63M 71.84 59.20 56.82 51.40 38.69
OCR W48 70M 73.37 62.73 63.10 58.19 43.10

PSPNet 67M 72.95 60.30 58.20 57.98 37.03
FarSeg - - 63.70 - - -
PFNet - - 66.90 - - -
SCO - - 69.10 - - -

SETR 318.3M 68.00 62.77 58.52 50.34 48.23
UperNet 234.0M 73.13 66.45 61.91 64.32 53.34

PoolFormer 77.1M 74.54 65.55 61.73 62.27 53.94
SegFormer 84.7M 74.28 67.19 62.01 66.40 55.33

DLPL
(SETR) 321.1M 72.62 65.45 60.23 55.02 52.94

DLPL
(UperNet) 236.8M 76.00 68.81 63.27 66.25 56.10

DLPL
(PoolFormer) 79.9M 75.98 68.57 64.02 65.03 56.44

DLPL
(SegFormer) 87.5M 76.88 70.60 65.30 68.22 59.10

the coordinates transformation from one perspective plane
to another. In our formulation, P and Pk act as two perspec-
tive planes, thus H(P,Pk) can characterize the perspective
transformation from P to Pk.

Finally, we can obtain the corresponding visual feature I′rec
with the transformed perspective P′, by applying the Visual
Reconstruction (VR) module to P′.

3.6. Perspective-Invariant Learning

By the PHT and VR, we obtain the semantic-related
perspective-transformed visual feature I′rec for the origi-
nal visual feature I. As seen that I and I′rec contain closely
identical scene context and semantic information yet differ
in perspective. Next, they are aggregated by the multi-level
Perspective Invariant Attention (PIA) to leverage the rela-
tionship between the I (with original perspective P) and
I′rec (with transformed perspective P′). Formally, PIA is
formulated as a cross-attention manner (Chen et al., 2021):

PIA(I, I′rec) = Softmax(
I× I

′⊤
rec√
C

)× I
′

rec. (11)

Table 3. UAV Scene Detection: Comparison with state-of-the-arts
on VisDrone and UAVDT datasets.

Method VisDrone-dev UAVDT-test

AP AP50 AP75 AP AP50 AP75

Dynamic R-CNN 13.70 24.70 13.50 57.60 65.30 64.6
RetinaNet 18.94 31.67 20.25 33.95 - -

FRCNN(PVT2-B0) 19.40 31.80 20.80 60.80 71.50 69.8
RefineDet 19.89 37.27 20.18 - - -

DetNet 20.07 37.54 21.26 - - -
FPN 22.06 39.57 22.50 49.05 - -

Light-RCNN 22.08 39.56 23.24 - - -
FRCNN(ResNet-50) 22.40 37.20 23.70 55.70 69.80 66.90

CornerNet 23.43 41.18 25.02 - - -
Cascade-RCNN 25.20 40.10 26.80 61.50 73.50 71.70

DETR 24.32 40.67 25.89 61.10 73.41 71.20
Deformable DETR 26.28 43.02 27.90 62.99 76.32 73.78

Sparse DETR 26.98 44.30 28.70 63.21 76.81 74.22

DLPL
(DETR) 26.45 43.28 27.95 63.36 76.80 74.00

DLPL
(Deformable DETR) 28.00 45.89 29.60 65.07 78.67 76.01

DLPL
(Sparse DETR) 28.75 46.38 30.55 65.57 79.02 76.92

The fundamental concept is to drive the model to jointly
learn perspective-invariant semantic information in the im-
age from multiple distinct viewpoints. Each layer of PIA
generates a visual feature containing a new perspective.
We cascade multiple layers of PIA and, through repeated
perspective-invariant fusion, ultimately enhance the model’s
robustness to perspective in practical applications (e.g. auto-
driving or UAV flights).

3.7. Optimization

The overall loss L is intuitive: the combination of the main
task-specific loss Ltask and the reconstruction loss Lrec:

L = Ltask + λLrec, (12)

where λ is the loss weight and set to 0.4.

4. Experiments
4.1. Scenes, Datasets, Tasks and Implementation Details

DLPL is a general and applicable to a broad range of scenes
and tasks. In our experiments, we focus on three types of
scenarios (auto-driving, UAV, daily photos) and two fine-
grained tasks (segmentation and detection). Furthermore,
we concentrate on the more challenging task of segmen-
tation, especially within the UAV scenario due to its rich
variety of scene changes. Specifically, given the current
lack of a large-scale UAV segmentation benchmark dataset
within the field, we propose DroneSeg3, the largest-scale

3We release the proposed DroneSeg dataset at https://github.
com/jankyee/DroneSeg.
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Table 4. Auto-Driving and Daily photos Segmentation: Compari-
son with state-of-the-arts on Cityscapes and ADE20K datasets.

Method Backbone Pram. mIoU(%)
Cityscapes val ADE20K val

FCN ResNet-101 68.6M 76.6 41.4
EncNet ResNet-101 55.1M 76.9 44.7
PSPNet ResNet-101 68.1M 78.5 44.4
CCNet ResNet-101 68.9M 80.2 45.2

DeeplabV3+ ResNet-101 62.7M 80.9 44.1
OCRNet HRNet-W48 70.5M 81.1 45.6

SETR ViT-Large 318.3M 82.2 50.2
Segmenter ViT-Large 307.0M 80.7 52.2
SegFormer MiT-B4 64.1M 83.8 51.1
SegFormer MiT-B5 84.7M 84.0 51.8

DLPL
(SETR) ViT-Large 321.1M 83.9 53.1

DLPL
(Segmenter) ViT-Large 309.8M 82.3 53.5

DLPL
(SegFormer) MiT-B4 66.9M 85.0 53.5

DLPL
(SegFormer) MiT-B5 87.5M 85.1 53.7

and semantically richest fine-grained annotated UAV seg-
mentation dataset, to date.

In all experiments, we adopt the MMSegmentation (MM-
Segmentation, 2020) and MMDetection (Chen et al., 2019)
toolboxes as codebases and follow the default basic con-
figurations. In DLPL block, we employ the pretrained and
SuperPoint parameters in (DeTone et al., 2018) and froze
them in PDD. In our experiments, we incorporate DLPL
with various representative ViT segmentors and detectors.

4.2. Comparison with State-of-the-Arts

4.2.1. UAV SCENE

Compared to the other two types of scenarios, UAVs present
more challenging perspective understanding due to the rich
variety of perspective changes caused by real-time move-
ment and deviation during flight. Therefore, segmentation
and detection in UAV scenarios become the focus of our
experiments. As shown in Tables 2 and 3, we apply DLPL to
the currently advanced ViT networks and achieve significant
performance improvements in segmentation and detection
with less than 3M additional parameters. Specifically, on our
newly proposed DroneSeg dataset, which presents the level
of challenge to date, we achieve the highest improvement of
nearly 5% over four types of plain ViT. In the UAV detec-
tion scenario, where objects are relatively sparse, we also
achieve an improvement of nearly 3% over various plain
ViT detectors. This consistent performance enhancement di-
rectly confirms the effectiveness, generality, and robustness
of our proposed DLPL.

Table 5. The comparison of DLPL with other perspective-oriented
learning methods (data augmentation). Perspective-Vertical and
Perspective-Horizontal means adjusting perspectives in vertical
and horizontal directions, and are implemented by the default
“torchvision.transforms” interfaces in PyTorch (Paszke et al., 2019).
For each naive augmentation, we try multiple magnitudes and find
the best performance, for fair comparisons.

Perspective-Oriented Learning Method mIoU (%)

Baseline (SegFormer w/o data augmentation) 52.03

Naive
Augmentation

+ Random Rotate 52.94
+ Random Scale 53.09

+ Random Perspective-Vertical 53.56
+ Random Perspective-Horizontal 53.42

+ Random Combination 55.33

AutoAugmentation (Cubuk et al., 2019) 55.80

DLPL (SegFormer w/o data augmentation) 58.67
DLPL (SegFormer + Random Combination) 59.10

DLPL (SegFormer + AutoAugmentation) 59.09

4.2.2. AUTO-DRIVING AND DAILY PHOTOS

These two scenes typically also encompass various shoot-
ing perspectives. To further validate the universality of
DLPL, we conduct experimental verifications within these
two types of scenes as well. Specifically, we focused pri-
marily on the segmentation task whose performance is more
evidently affected by perspective changes. As shown in Ta-
ble 4, ViT detectors integrated with DLPL achieve highest
performance increases of 3% compared to the plain ViT
detectors.

4.3. Ablation Study

We perform ablation studies on semantic segmentation on
DroneSeg test set, SegFormer is used as baseline network.

4.3.1. THE EFFICACY OF DLPL

As discussed in Section 2, as one type of perspective-
oriented learning, we compare DLPL with the various ordi-
nary perspective augmentation techniques. We notice that in
all the scenes, the perspective changes are almost always re-
lated to the flying height and angles, which can be reflected
on the scales, rotations, perspective-vertical and perspective-
horizontal augmentations. So, we use the combination of
these data augmentation methods for the comparison with
DLPL. Extensively, we also include the auto-augmentation
techniques (Cubuk et al., 2019) to further support our claims.
As shown in Table 5, DLPL shows more potentials than both
naive and auto augmentations. We also show that DLPL is
still adaptive to the ordinary data augmentation to obtain
further improvements.
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Table 6. The significance of PDD by comparing it with ordinary
perspective representation.

Perspective Representation mIoU (%)

Ordinary Transformer Network 57.07
Directly using F 55.91

PDD 59.10

Table 7. The effectiveness of PHT by comparing with ordinary
perspective transformation methods.

Perspective Transformation mIoU (%)

KNN 56.57
Momentum Update 56.01

Naive GMM 56.94

PHT 59.10

4.3.2. THE SIGNIFICANCE OF PDD

For the first time, PDD provides heuristic inspiration for
latent perspective representation. We demonstrate the signif-
icance of PDD by comparing with other ordinary perspective
representation techniques: (1) directly forcing the perspec-
tive learning using an ordinary Transformer network, (2)
representing the perspective by directly using F, followed
by MLPs. The former lacks of in-depth characterization, and
the latter may result in coarse-grained learning. As shown
in Table 6, PDD shows undisputed brilliant performance,
confirming its rationality and effectiveness.

4.3.3. EFFECTIVENESS OF PHT

PHT is for perspective transformation over the original
perspective P and perspective embedding space P , in the
form of Homography. In order to validate the effective-
ness of such choice, we also implement some other per-
spective transformation methods for comparisons, including
K-Nearest Neighbor (KNN), Momentum Update and naive
GMM. Results in Table 7 demonstrate that PHT achieves
the highest performance.

4.3.4. VISUALIZATION

To provide a clearer understanding of perspective transfor-
mation, we visualize and compare the feature maps before
and after applying DLPL, as depicted in Figure 8. It shows
that after passing through DLPL, the perspective reflected
in visual feature maps are obviously transformed. For more
in-depth insights, we select representative transformation
intensities: weak (row 1), medium (row 2), and strong (row
3). These intensities accurately capture the various stages of
gradual perspective changes during network training, which
is conducive to network training stability and also in line
with the practical scene perspective changes such as UAV

(a) Image (c) Feature with
Transformed Perspective

(b) Feature with
Original Perspective

Figure 8. Visualization comparison on feature maps before and af-
ter DLPL. We select three representative transformation intensities:
weak (row 1), medium (row 2), and strong (row 3). We can find
the overall views are obviously transformed after DLPL.

flights. As the training deepens, the network can eventually
learn rich perspective diversity.

5. Conclusion
We introduce a Discrete Latent Perspective Learning
(DLPL) framework that enhances Perspective-Invariant
Learning using single-view images. The framework in-
tegrates Perspective Discrete Decomposition (PDD), Per-
spective Homography Transformation (PHT), and Multi-
Perspective Fusion via Perspective Invariant Attention
(PIA), overcoming the limitations of multi-view data collec-
tion and perspective augmentations. Extensive experiments
have proven that DLPL can enhance the robustness of neural
networks to perspective changes, achieving notable improve-
ments in a wide range of scenes and tasks.
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Yağmur, İ. C. and Ates, H. F. Improved homographic adapta-
tion for keypoint generation in cross-spectral registration
of thermal and optical imagery. In Image and Signal
Processing for Remote Sensing XXIX, volume 12733, pp.
67–73, 2023.

Yu, W., Luo, M., Zhou, P., Si, C., Zhou, Y., Wang, X., Feng,
J., and Yan, S. Metaformer is actually what you need
for vision. In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, pp. 10819–
10829, 2022.

Yu, X., Xu, M., Zhang, Y., Liu, H., Ye, C., Wu, Y., Yan,
Z., Zhu, C., Xiong, Z., Liang, T., Chen, G., Cui, S., and
Han, X. Mvimgnet: A large-scale dataset of multi-view
images. In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, pp. 9150–
9161, June 2023.

Yuan, Y., Chen, X., and Wang, J. Object-contextual rep-
resentations for semantic segmentation. In European
Conference on Computer Vision, pp. 173–190, 2020.

Zeng, R., Denman, S., Sridharan, S., and Fookes, C. Re-
thinking planar homography estimation using perspective
fields. In Asian Conference on Computer Vision, pp. 571–
586, 2018.

Zhang, Z. and Hanson, A. R. 3d reconstruction based on
homography mapping. Proc. ARPA96, pp. 1007–1012,
1996.

Zheng, S., Lu, J., Zhao, H., Zhu, X., Luo, Z., Wang, Y.,
Fu, Y., Feng, J., Xiang, T., Torr, P. H., and Zhang, L.
Rethinking semantic segmentation from a sequence-to-
sequence perspective with transformers. In Proceedings
of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition, 2021.

Zhou, B., Zhao, H., Puig, X., Fidler, S., Barriuso, A., and
Torralba, A. Scene parsing through ade20k dataset. In
Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition, pp. 633–641, 2017.

Zhu, L., Ji, D., Zhu, S., Gan, W., Wu, W., and Yan, J.
Learning statistical texture for semantic segmentation. In
Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition, pp. 12537–12546, June
2021a.

Zhu, L., Chen, T., Ji, D., Ye, J., and Liu, J. Llafs:
When large-language models meet few-shot segmenta-
tion. arXiv preprint arXiv:2311.16926, 2023a.

Zhu, L., Chen, T., Yin, J., See, S., and Liu, J. Continual
semantic segmentation with automatic memory sample
selection. In IEEE/CVF Conference on Computer Vision
and Pattern Recognition, pp. 3082–3092, 2023b.

Zhu, L., Chen, T., Yin, J., See, S., and Liu, J. Learning
gabor texture features for fine-grained recognition. In
IEEE/CVF International Conference on Computer Vision,
pp. 1621–1631, 2023c.

Zhu, L., Chen, T., Yin, J., See, S., and Liu, J. Address-
ing background context bias in few-shot segmentation
through iterative modulation. In IEEE/CVF International
Conference on Computer Vision, 2024a.

Zhu, L., Ji, D., Chen, T., Xu, P., Ye, J., and Liu, J.
Ibd: Alleviating hallucinations in large vision-language
models via image-biased decoding. arXiv preprint
arXiv:2402.18476, 2024b.

Zhu, P., Wen, L., Du, D., Bian, X., Fan, H., Hu, Q., and
Ling, H. Detection and tracking meet drones challenge.
IEEE Transactions on Pattern Analysis and Machine In-
telligence, 44(11):7380–7399, 2021b.

12


