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Abstract
Automated machine learning (AutoML) was
formed around the fundamental objectives of au-
tomatically and efficiently configuring machine
learning (ML) workflows, aiding the research of
new ML algorithms, and contributing to the de-
mocratization of ML by making it accessible to
a broader audience. Over the past decade, com-
mendable achievements in AutoML have primar-
ily focused on optimizing predictive performance.
This focused progress, while substantial, raises
questions about how well AutoML has met its
broader, original goals. In this position paper, we
argue that a key to unlocking AutoML’s full poten-
tial lies in addressing the currently underexplored
aspect of user interaction with AutoML systems,
including their diverse roles, expectations, and ex-
pertise. We envision a more human-centered ap-
proach in future AutoML research, promoting the
collaborative design of ML systems that tightly
integrates the complementary strengths of human
expertise and AutoML methodologies.

1. Introduction
Over the last decade, Automated machine learning (Au-
toML, see Hutter et al., 2019; Bergstra & Bengio, 2012;
Snoek et al., 2012; Thornton et al., 2013; Escalante, 2021)
has proven its potential to improve machine learning (ML)
systems by automating parts of the data science workflow, in
particular the selection and configuration of pipelines of ML
algorithms of various sorts, by providing new and efficient
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hyperparameter optimization (HPO) procedures (Feurer &
Hutter, 2019; Bischl et al., 2023), neural architecture search
(NAS) methods (Elsken et al., 2019; White et al., 2023)
and the construction of powerful ensembles (Erickson et al.,
2020). AutoML success stories are numerous – to name
a few of them: the substantial contribution of AutoML
to AlphaGo (Chen et al., 2018); many AutoML systems
with a total of over 100.000 downloads each month, e.g.,
AutoGluon (Erickson et al., 2020), Auto-Sklearn (Feurer
et al., 2022), Auto-Weka (Thornton et al., 2013), Auto-
Prognosis (Alaa & van der Schaar, 2018), SMAC (Hutter
et al., 2011; Lindauer et al., 2022); the routine usage of
hardware-aware NAS for automatic design of neural archi-
tectures with hardware constraints in industry (Benmeziane
et al., 2021); learned optimizers like LION (Chen et al.,
2023); the learned Swish activation function (Ramachandran
et al., 2018); learned data augmentation strategies (Cubuk
et al., 2019); and prior-fitted networks (PFNs) for learning
classification algorithms (Hollmann et al., 2023a). Because
of that, AutoML research has grown rapidly over the last
years, probably most evident in NAS (Elsken et al., 2019;
White et al., 2023). At the same time, most big IT companies
have developed large software packages enabling AutoML,
including Google (Golovin et al., 2017; Song et al., 2022),
Amazon (Erickson et al., 2020), Meta (Balandat et al., 2020),
IBM (Wang et al., 2020), Oracle (Yakovlev et al., 2020) and
Microsoft (Wang et al., 2021a).

Despite these successes, after more than a decade of research
on AutoML, it is time to reflect on whether the AutoML
community has achieved its original goals, whether those
goals really addressed all the needs of all the targeted user
groups in the first place and what is currently missing. Au-
toML, in its current form, arguably aims at (i) accelerating
the development of well-performing ML pipelines in ap-
plications by effectively addressing the problems of model
selection and configuration (incl. neural architectures and
hyperparameters); (ii) supporting research on new ML algo-
rithms by automatically configuring the entire system and
thus building the best possible system – but also providing
strong and appropriate baseline comparisons via essentially
the same mechanism; (iii) contributing to the democratiza-
tion of ML for domain experts with little to no ML expertise.

Although many important challenges remain (e.g., regarding
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the scaling of AutoML to large foundation models, or the ex-
pressiveness of NAS methods), the potential and partial suc-
cess of the �rst two goals was shown in many studies (Chen
et al., 2018; Ramachandran et al., 2018; Guyon et al., 2019;
Erickson et al., 2020, and many more, see the references
above), especially if we de�ne “performance” narrowly in
terms of “ef�ciently optimizing predictive performance”.

Nevertheless, one aspect that has not been suf�ciently con-
sidered in large parts of AutoML research is that there are
several user groups that could bene�t from AutoML, each of
which has very different needs and expectations: First, there
are domain experts who would mainly like to communicate
their general goals and domain knowledge to the AutoML
system. They are typically very interested in understanding
the �nal model – or rather, a population-level understand-
ing regarding their task that allows valid inferences about
general relationships. Then, there are ML practitioners and
data scientists who deal with deeper and more technical
and mathematical issues in applied model building. They
usually like being in control of the ML process but want to
automate away repetitive and mundane work (which human
experts are less good at anyways), e.g., technical aspects of
model selection (but not all of them) and especially HPO.
Last but not least, there are ML researchers who focus on
developing new ML approaches (and underlying theories).
They nearly always need to be in full control and usually
care much more about the effectiveness of the ML compo-
nents; so explanations of HPO are more relevant to them
than interpretations of the �nal models. AutoML researchers
or experts interact with an AutoML system mainly during
its development and setup but could be considered an addi-
tional user group. They are mostly interested in information
and visualizations to analyze the performance and behavior
of AutoML systems.

However, several studies also showed (Bouthillier & Varo-
quaux, 2020; Hasebrook et al., 2023; Simon et al., 2023;
Lee et al., 2020) that AutoML has not fully permeated all
these user groups and, thus, has not been able to reach its full
potential. We attribute this to the following open challenges:

1. Full AutoML systems were constructed too rigidly. Re-
garding their use by domain experts, automating the
full process of “data science” is arguably a complex
problem, and current AutoML systems provide an over-
simpli�ed and in�exible solution for this task, when
it comes to e.g., the expression of (auxiliary) goals,
model preferences and domain knowledge. Likely, al-
though more challenging, it would be more desirable
for domain scientists to express such aspects via a nat-
ural interface into the system and also have results ex-
plained back to them in the same manner. Furthermore,
the design of AutoML systems as a software applica-
tion (rather than a library) also complicates their use

as a subcomponent in more complex systems and code
bases, which is, in particular, relevant for data scientists
and ML experts. In such scenarios, HPO packages are
far more convenient than monolithic AutoML software
applications.

2. Current AutoML systems address a narrow task in
the data science process by mainly optimizing predic-
tive performance. The shift from optimizing only the
predictive model to optimizing full ML pipelines mit-
igated this problem to some degree, but data science
encompasses a lot more than simply optimizing pre-
dictive performance. In many applications, aspects
like interpretability, causality, fairness and robustness
matter greatly, but these are hard to express in a single-
objective metric a-priori. Additionally, AutoML sys-
tems often cannot handle data organized in multiple
tables or non-i.i.d. observations (time and curve data),
which occur extremely often in practice.

3. AutoML is often not designed as an iterative process
with human interaction but as a press-the-button-once
system that returns a single design. However, ML prac-
titioners and data scientists are often unaware of hidden
constraints and preferences a-priori that nonetheless
matter for the task at hand. Often, this can only be �g-
ured out in an interactive process, where intermediate
results are discussed with domain experts, implying
that AutoML tools should support such an interactive
work�ow. While HPO tools already provide bene�ts
to ML researchers, not all of their needs are fully ad-
dressed, especially the search for scienti�c insights.
For example, many ML researchers require an under-
standing of hyperparameter sensitivity and the impact
of new components.

4. Last but not least, AutoML tools would bene�t from
further ef�ciency improvements, especially for the
challenging tasks at the cutting edge of ML research.
When ML researchers are required to train the largest
possible model on currently available hardware, they
cannot afford many runs. At the same time, any kind of
interactivity between users and AutoML would require
a reasonably low response time from the AutoML tool.

Our Position: We believe that most of these challenges
are connected: they are caused by ignoring the interaction
between users and AutoML systems, and the different roles,
expectations, work�ows, goals and valuable expertise of
users. Although AutoML can support practitioners in many
different ways, the strengths of AutoML approaches and
users' expertise are complementary.Therefore, we argue
for a more human-centered paradigm in AutoML in
this position paper, enabling ef�cient and collaborative
design of ML systems by leveraging the best of both
worlds, human experts, and systematic AutoML.
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2. Related Work

To put our advocacy of a more human-centered AutoML
paradigm into context, we give an overview of the ML
community's shift towards a human-centered paradigm and
the �rst few steps taken by the AutoML community.

2.1. Human-Centered Machine Learning

In recent years, human-centered ML has gained signi�cant
momentum, driven by an increasing awareness of social and
ethical implications of ML technologies. Leading the charge
on human-centered ML are interpretable ML (including
transparent decision making), interactive human-in-the-loop
approaches and fair ML. As the understanding of terms like
interpretability, fairness and transparency is still evolving,
these research �elds develop and change fast.

Interpretable ML encompasses principles and methods that
aim at offering explanations of why an ML model makes
certain decisions (Lipton, 2018; Molnar, 2022). These in-
clude various approaches, like the development of inter-
pretable models (Rudin, 2019), model-speci�c methods for
deep neural networks (Zhang et al., 2021), model-agnostic
techniques to visualize feature effects such as partial de-
pendence plots (Friedman, 2001) or accumulated local ef-
fects plots (Apley & Zhu, 2020), methodologies for assess-
ing feature importance (Casalicchio et al., 2019; Hooker
et al., 2021; Ewald et al., 2024), and example-based expla-
nations tailored to individual instances, such as Shapley val-
ues (Lundberg & Lee, 2017; Sundararajan & Najmi, 2020)
or strategies like examining adversarial examples (Goodfel-
low et al., 2015) and counterfactual explanations (Wachter
et al., 2018; Dandl et al., 2020), among others. Given pos-
sible systematic errors or unwanted shortcuts taken by ML
models, understanding them is crucial in high-stakes sce-
narios and legal requirements are increasingly mandating
audits that rely on interpreting and verifying model behav-
ior (European Union, 2021).

Alongside transparency, fairness in ML has emerged as
an important topic (Barocas et al., 2023) to mitigate the
risks of unlawful and socially detrimental discrimination.
In particular, it attempts to detect, avoid or at the very least
mitigate biases of an ML model. Finally, cooperative or
interactive ML attempts to integrate human experts into the
ML process. This is important from two perspectives: First,
to increase performance by injection of expert knowledge
and second, to increase the trust in these models by grant-
ing experts greater oversight of the systems and a deeper
comprehension of the learning process (Wu et al., 2022).

2.2. Human-Centered AutoML

As a human-centered paradigm increasingly permeates the
�eld of ML, it becomes imperative to extend AutoML in

this direction.1 While AutoML research mainly focuses
on improving the computational ef�ciency of AutoML sys-
tems (c.f. Guyon et al., 2022; Faust et al., 2023), there are
already a few select papers proposing methods related to
human-centered AutoML, especially in the realm of inter-
pretable (Biedenkapp et al., 2018; Ono et al., 2020; Moos-
bauer et al., 2021, see also Section 3.1) and interactive
AutoML (Anastacio & Hoos, 2020; Souza et al., 2021;
A V et al., 2022; Giovanelli et al., 2024; Hvarfner et al.,
2024). We highlight speci�c works alongside future re-
search directions in Section 4. These works are comple-
mented by publications from Human Computer Interaction
(HCI) researchers, e.g. Gil et al. (2019), who collect in-
terface requirements that need to be ful�lled to ensure that
human-centered AutoML systems can recreate traditional
ML work�ows. The position paper by P�sterer et al. (2019)
focuses on the consequences of the popularity of AutoML
and possible interfaces for human-centered AutoML sys-
tems. Similar to this work, De Bie et al. (2022) argue that
automated data science needs to be designed with humans in
mind and should only support users, not replace them. How-
ever, they put more emphasis on the earlier (but arguably
important and currently in AutoML neglected) stages of the
data science work�ow, i.e., data exploration and problem for-
malization concerns. Finally, there are several user studies
on AutoML, which give valuable insights into user require-
ments (Wang et al., 2019a; Drozdal et al., 2020; Crisan &
Fiore-Gartland, 2021; Xin et al., 2021; Wang et al., 2021b;
Hasebrook et al., 2023; Sun et al., 2023). Some previous
user studies focus on human-centered AutoML (Lee et al.,
2020; Khuat et al., 2023; Xanthopoulos et al., 2020) and
examine the current AutoML state-of-the-art and landscape
from the user side, e.g., suggesting that AutoML systems
be judged increasingly by how much users can interact with
them. Our work puts emphasis on investigating currently
neglected research directions within the AutoML commu-
nity that are related to the absence of a human-centered
paradigm.

3. The Case for Human-Centered AutoML

In our view, there are �ve main goals for AutoML
tools: (i) Predictive Performance, (ii) Optimization Speed,
(iii) Transparency and Interpretability, (iv) Customizability
and Flexibility, and (v) Usability and Interaction.

The �rst two of these requirements (i.e., predictive perfor-
mance and optimization speed) have been the primary focus
of a large portion of AutoML research, and while further re-

1We note that human-centered can be understood in two ways:
“humans as users of ML” and “humans being impacted by ML”.
Both are equally important, but from an AutoML perspective, we
focus on the former view, while the latter is mostly out of scope
for this work.
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search is required (especially to scale AutoML for the age of
foundation models), progress is already well underway for
them based on multi-�delity optimization (Li et al., 2018;
Falkner et al., 2018; Wistuba et al., 2022; Kadra et al., 2023),
exploiting user priors (Hvarfner et al., 2022; Mallik et al.,
2023; Hvarfner et al., 2024), and transfer learning (Wistuba
et al., 2018; Feurer et al., 2018; Wistuba & Grabocka, 2021).
In contrast to a fully automated approach, we note that a
human-centered approach can incur time costs for humans.
Both leveraging human expertise and automation via ef�-
cient optimization can aid in obtaining increased ef�ciency
of machine learning work�ows; we argue that combining
them will not result in increased costs but, through their
complementary nature, achieve this common goal. A more
detailed discussion on this tradeoff can be found in Ap-
pendix Section C. With that in mind, this paper focuses
on the last three goals, that are in our opinion currently
understudied in the AutoML community.

Overall, the machine learning work�ow CRISP-ML(Q), as
described by Studer et al. (2021), consists of six major
phases: 1. business and data understanding, 2. data prepara-
tion, 3. model engineering, 4. model evaluation, 5. model
deployment, and 6. model monitoring and maintenance. Fig-
ure 2 visualizes these phases and puts (interactive) AutoML
research in the context of the CRISP-ML(Q) work�ow. Due
to the inherent complexity, even data science experts need
to iterate this work�ow, potentially returning to a much ear-
lier stage if the problem has been understood better (Xin
et al., 2018). Rapid prototyping, involving swift develop-
ment and model testing, helps establish an initial baseline.
Subsequently, users engage in an often lengthy, iterative
trial-and-error process where they experiment with different
con�gurations of the ML work�ow to achieve satisfactory
outcomes. Therefore, it is not surprising that AutoML is
often used for establishing �rst baselines and model re�ne-
ment after further insights about the problems at hand are
obtained. This iterative and collaborative nature has been
overlooked when designing past AutoML systems, and in-
corporating it explicitly into future systems promises to
increase user productivity.

We posit several hypotheses about key insights that have not
yet been suf�ciently addressed in AutoML.

3.1. Hypothesis 1: Transparency and Interpretability
Are Key for ML and AutoML in Many Applications
and on Many Levels

Transparency and interpretability are closely linked and
are an important source of trust for users in AutoML sys-
tems (Wang et al., 2019a; Drozdal et al., 2020). Some
studies report interpretability as a concrete requirement re-
quested by users (Xin et al., 2021; Hasebrook et al., 2023;
Sun et al., 2023; Wang et al., 2019a). E.g., a lack of inter-

Figure 1.Selected (one-time) interactions of different user groups
with AutoML, ML algorithms and models.

pretability of AutoML tools led to study participants choos-
ing manual development for projects with higher stakes Xin
et al. (2021). We expand the three levels of interpretability
of Moosbauer (2023) by a fourth level, see Figure 1.

1 - ML model interpretability deals with the interpretabil-
ity of the �nal model and addresses common questions
within the �eld of interpretable ML. Often, understanding
the underlying relations in the data-generating process is
the primary target of modeling, instead of simply creating
a black box predictor (Shmueli, 2010; Bzdok et al., 2017),
as, e.g., stated by data scientists participating in the study
by Wang et al. (2019a). Even if maximizing predictive per-
formance is the primary objective, being able to explain and
audit a model is usually of high value.
2 - ML algorithm interpretability focuses on the behavior
of the learning algorithm, aiming to explain aspects like
convergence and the interpretation of learning curves.
3 - AutoML system interpretability deals with understand-
ing why and how an AutoML system has chosen a certain
element or pipeline and how hyperparameters in�uence the
�nal result. This question is usually relevant to a per task /
per data set context.
4 - AutoML comparative performance interpretability
deals with the performance of the AutoML system itself and
could help users understand e.g., what algorithmic choices
on the AutoML level may improve an AutoML system for
certain applications and why (Dang et al., 2018; Lindauer
et al., 2019; Moosbauer et al., 2022b). These questions
naturally arise in scienti�c contexts, where performance
comparisons over multiple data sets are of interest.

The relevance of the above requirements varies among user
groups. For example, domain experts may prioritize trans-
parency and interpretability of the model returned by the
AutoML system, whereas ML practitioners are also inter-
ested in understanding why a certain model was returned.

In contrast, ML researchers are often more interested in
ablation studies, the robustness of model performance con-
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cerning hyperparameters and the effect of hyperparame-
ters. Since AutoML typically collects a lot of data about
the performance of different con�gurations, this data can
build the foundation to create such insights (Hutter et al.,
2014; Fawcett & Hoos, 2016; Biedenkapp et al., 2017; 2018;
Moosbauer et al., 2021; Sass et al., 2022; Watanabe et al.,
2023; Theodorakopoulos et al., 2024). At the same time,
traditional interpretable ML methods might not be directly
applied to performance data collected by AutoML systems
because the AutoML process is typically biased towards
well-performing con�gurations and thus, the performance
data is biased too (Moosbauer et al., 2021; Segel et al.,
2023), at least when one is interested in a global analysis
across the whole con�guration space.

3.2. Hypothesis 2: Customizability and Flexibility Are
Essential to Leverage the Potential of AutoML for
Different User Groups

Different AutoML tools operate on different levels of ab-
straction, each providing varying degrees of customization.
Fully automated AutoML systems usually provide the least
�exibility but the largest amount of automation. NAS ap-
proaches generally allow users to provide a pipeline speci-
�cation but are still limited in their expressiveness and the
building blocks they provide. HPO approaches provide the
most �exibility but require users to set up pipelines, con�g-
uration spaces and evaluation themselves. However, even
for fully automated systems, users might have to con�gure
them correctly for their particular use case to obtain the best
performance possible (Lindauer et al., 2019; Moosbauer
et al., 2022a; Feurer et al., 2022; Neutatz et al., 2023).

Recent studies showed that the ML practitioner user group
criticized current AutoML tools in terms of these customiza-
tion options (Xin et al., 2021; Sun et al., 2023; Zöller et al.,
2023). In the study by Xin et al. (2021) where users rated
attributes of current AutoML tools, customizability was
among the qualities that received the lowest ratings. Studies
however identi�ed different needs when it comes to differ-
ent customization options. Both Hasebrook et al. (2023) and
Wang et al. (2019a) found that current tools for HPO only
optimize for predictive performance, whereas practition-
ers have several additional objectives, such as increasing
model comprehension, which could be accounted for us-
ing multi-objective optimization (Karl et al., 2023; Horn
& Bischl, 2016; Binder et al., 2020). Furthermore, Zöller
et al. (2023) found that users have a concrete need to adapt
the con�guration space to include what they learned from
previous AutoML runs, which also very directly hints at
the fact that users have a strong need for more interactive
work�ows, as requirement speci�cations in data science
projects are usually not perfectly precise in a �rst try. A par-
tial reason for this request is likely also the desire to inject
domain knowledge and/or to speed up the optimization, for

example, through warmstarting (Anastacio & Hoos, 2020;
Souza et al., 2021; Hvarfner et al., 2022; Mallik et al., 2023;
Hvarfner et al., 2024).

Overall, the users of AutoML are diverse, and different
applications demand different functionalities of AutoML
and, speci�cally, different types of user interactions. For
example, a biologist's primary objective might be accurate
predictions of certain processes for which they would like to
contribute domain expert knowledge (e.g., a speci�c kernel
or distance function for gene data), while a bank employee,
in addition, has to satisfy regulations on interpretability. In
the case of a data scientist conducting unsupervised learn-
ing, an interactive AutoML approach based on preferences
might be required if the ideal performance metric cannot be
de�ned explicitly. For a more in-depth description of the
aforementioned applications we refer the interested reader
to Appendix Section B.

Due to this diversity in users and applications, another
possible approach to AutoML, aside from a customizable
platform solution, is a modular one. Frameworks like
GAMA(Gijsbers & Vanschoren, 2021) or the recently pro-
posedAutoML Toolkit2 aim to provide a toolbox that allows
users to design the AutoML solution geared towards their
individual applications and beyond simply choosing one
black-box optimization algorithm over another. This de-
sign philosophy is related to human-centered AutoML in
two ways. First, a similar design philosophy could also
be extended to interactive, explainable and overall human-
centered AutoML by including modules that correspond to
certain interactions (position in the data science lifecycle,
interpretability level etc.); to the best of our knowledge, a
framework adopting this approach speci�cally for human-
centered elements of AutoML has not been proposed. Sec-
ond, simply by adopting a modular approach, the AutoML
process itself becomes more human-centered. Conscious
decisions have to be made about design choices of the Au-
toML solution, which cannot or should not be automated,
such as fairness (Weerts et al., 2024). At the end of the
day, this will lead to a new abstraction layer of how to build
ML systems, hiding many tedious and error-prone design
decisions such as hyperparameters and allowing users to
focus on the essential decisions by combining different high-
level modules, leading to responsible and trustworthy use
of (Auto)ML.

3.3.Hypothesis 3: AutoML Tools Have to Integrate with
the Data Science Work�ow Allowing for an
Iterative Interaction with the User

The user experience, i.e. usability, and the options for in-
teracting with current AutoML tools are important and, as
for some of the other hypotheses, corresponding require-

2https://github.com/automl/amltk
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ments vary among user groups (Xin et al., 2021; Wang et al.,
2021b; Crisan & Fiore-Gartland, 2021). Hasebrook et al.
(2023) observe that an important reason for ML practition-
ers choosing grid search or random search over Bayesian
optimization for HPO is the ability to easily integrate these
methods into their work�ow. We speculate that this is due to
additional work that is required to integrate more advanced
HPO, especially iterative and synchronous techniques, such
as Bayesian optimization, into the technical work�ow.

Importantly, the degree of automation or the number of po-
tential interaction points, respectively, for a user drastically
depends on the user group (Lee et al., 2020; Crisan & Fiore-
Gartland, 2021; Wang et al., 2021b). For example, Crisan &
Fiore-Gartland (2021) show that users with a higher techni-
cal expertise tend to prefer less automation than users with
a less technical background. Similarly, Wang et al. (2021b)
highlight that the desired level of automation over the dif-
ferent stages of the machine learning work�ow varies for
different data science-related roles.

Interaction with an AutoML system can typically happen
on the levels introduced in Section 3.1 and can take var-
ious forms: a user may desire to give input to, receive
output from, or mutually interact with the AutoML sys-
tem throughout the optimization process, and the details of
the requirements for interaction depend again on the user
group. For example, domain experts may want to ingest
their expert knowledge to inform the ML algorithm, e.g.,
we might need to learn the expert's internal loss, which
they cannot precisely specify, or to restrict a Pareto set to
guide the optimization process towards practically desired
directions. Another example would be users including their
preferences to guide the optimization process either implic-
itly through prior beliefs on promising pipelines (Mallik
et al., 2023; Hvarfner et al., 2024) or explicitly by rela-
tive preferences between proposed pipelines (Kulbach et al.,
2020; Giovanelli et al., 2024). The latter was, e.g., recently
integrated inOptuna(Akiba et al., 2019) since Version 3.4
through preferential Bayesian optimization.

We refer the interested reader to Appendix Section A for
a discussion of how machine learning operations (MLOps)
relates to human-centered AutoML.

3.4. Hypothesis 4: Since Human Experts Are Essential
to ML Processes, AutoML Will Only Reach Its Full
Potential by Collaborating with Them

Experts - mostly in the form of domain experts and data
scientists - shape the lifecycle of an ML model in diverse
ways. Khuat et al. (2023) even argue: “systems cannot
be considered optimal if they do not welcome and make
use of optional human input”. The time of these experts
is, however, a precious resource in the development of ML
solutions; human experts have to be integrated into the Au-

toML process, but the effort on their part should be minimal.
We base the discussion on the groups identi�ed in Section 1.

Domain expertscan provide invaluable context through
their knowledge of the application domain. The user study
by Xin et al. (2021) concludes that participants mainly
use their domain knowledge for data pre-processing steps,
such as feature engineering, and for validating the result-
ing model. Khuat et al. (2023) detail many possible uses
of domain knowledge in every step of an ML work�ow,
ranging from de�ning success criteria in the beginning to
selecting a con�guration space for model search and moni-
toring the deployed model for possible biases. It can easily
be argued that the more domain knowledge a practitioner
has, the greater their need to customize and in�uence the
AutoML system (Wang et al., 2019b; Sun et al., 2023).

A lot of data science and ML projects are successful pre-
cisely because of the collaboration of domain experts and
data scientists (Mao et al., 2019). So, even if data scien-
tists can work more effectively with AutoML tools, domain
experts are still integral to the success of ML projects. A
common workaround to handle the perceived in�exibility
of AutoML systems is often to inject domain knowledge in
the optimized objective of the system in a rather technical
manner (Sun et al., 2023). Based on this, the authors suggest
that instead AutoML systems should be developed either
for speci�c domains and applications and/or support an in-
teractive approach so that users can supply their domain
expertise into the process.

ML experts / data scientistsare largely receptive to the
advantages of using AutoML in a supportive role as out-
lined in Section 3.5. In practice, ML projects are rarely
represented by a linear work�ow where a dataset is pre-
sented and a model chosen, but through an iterative process.
Often, new data is acquired and labeled because of the infor-
mation gained through baseline performances, which then
may require an adaption in model selection and tuning. A
data scientist may also decide to include unlabeled data,
which requires special modeling techniques. The complex-
ity and variety of these processes make navigating a given
ML project's optimal work�ow challenging. Many data
scientists agree that these types of strategic decisions or the
investigative mindset of an expert cannot be fully automated
in the near future (Wang et al., 2019a; De Bie et al., 2022).
By the same reasoning, if human experts do not fully com-
prehend the process leading up to �nding and training an
optimal model, a lot of information will be lost that might
have sparked further improvements for future iterations.

ML researchersare the main factor for moving ML forward.
They have invaluable knowledge about their �elds of exper-
tise that would be foolish to ignore by any AutoML system.
While AutoML systems could, in principle, learn to self-
evolve and outcompete human ML researchers (Clune, 2019;
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Huang et al., 2023), we believe it to be unlikely that AutoML
systems alone will yield major novel research breakthroughs
(on the level of discovering transformers) without human ex-
perts being closely in the loop anytime soon. Nevertheless,
we fully expect that, based on the increasing computational
ef�ciency of AutoML and its ability to seamlessly reason
about thousands of short and cheap experiments (with down-
scaled models, less data and fewer epochs, combined with
extrapolation models), it will become ever more standard
for ML researchers to use AutoML in their research, leading
to a speedup in ML progress by AutoML. Early examples of
this already exist in the literature, with the identi�cation of
new state-of-the-art deep neural network architecture vari-
ants (So et al., 2021), activation functions (Ramachandran
et al., 2018), variants of weight updates (Real et al., 2020)
or neural optimizers (Andrychowicz et al., 2016; Chen et al.,
2023), and we will likely see more such works in the fu-
ture as AutoML methods become increasingly powerful and
convenient to use.

Across user groupsIn general, interaction and commu-
nication between the user and the AutoML system leads
to increased trust (Crisan & Fiore-Gartland, 2021; Droz-
dal et al., 2020), which makes a human-centered paradigm
necessary for the widespread adoption of AutoML. This
is especially challenging for those without a background
in ML (Wang et al., 2019a), but obviously, this depends
on the form of communication used (with the current form
of rather mathematical and model-based communication
being harder to understand than potential natural language
output). Another key role that human experts �ll in ML
projects and that goes hand in hand with the issues of trust
and transparency, is that of a regulatory body. Sanity checks
(e.g., “maybe there is data leakage because this model per-
forms too well”), ethical concerns (e.g., “this model may be
biased against a certain population subgroup”) and safety
standards (e.g., trained physicians giving the �nal approval
for a course of therapy suggested by ML) are all important
to ensure the quality, fairness and safety of ML (Khuat et al.,
2023). Moreover, for certain aspects such as fairness, it is
highly debatable, whether they can be cast into a metric and
then automatically optimized (Weerts et al., 2024), which
further underscores the need for a human-in-the-loop for
model validation.

Taking all these factors into account, we believe that Au-
toML, in its current form, is bound to reach a lower ceiling
than it could reach if a human-centered paradigm is adopted
- in terms of performance, number of applications as well
as ethical and safety standards. Thus, allowing interactions,
such as providing expert priors on well-performing designs,
updates of data or the design space will be crucial to bring-
ing humans back into the AutoML loop.

3.5. Hypothesis 5: Human-Centered AutoML
Empowers Users Instead of Making Them
Dependent on a System They Do Not Understand

Automation, particularly AutoML, can bear risks when used
without care, e.g., discrimination of groups. This can be
especially problematic for users of AutoML as evidenced
by Zöller et al. (2023) who observe the trend of users with
little ML knowledge overestimating their understanding
of a model proposed by an AutoML system. This can be
seen as an instance of automation bias, i.e., the tendency to
place too much trust in automated recommendations (Skitka
et al., 1999). The combination of this overly high level
of trust and lower barriers to using ML may lead to ML
being used for more and more applications where it may not
be desirable. This concern of automating bad decisions is
shared by participants in the user study by Crisan & Fiore-
Gartland (2021). Naturally, one would hope that manually
developed ML applications (without the use of AutoML)
would include better oversight of experts and thus allow for
several stopping points if the ML application turns out to
be problematic. We further discuss the effects of bias of
humans and automation in Appendix Section D.

With a shift of the focus from pure automation to a human-
centered approach, the next generation of AutoML tools can
avert many of these dangers and potentially even lead to
more positive changes. In particular, we believe that more
research in the direction of human-centered AutoML has the
potential to empower people instead of making them data-
science-illiterate. With the original promise of AutoML of
lowering the entry barrier of ML for users, transparency
and interpretability allow users to understand which parts
have been automated and why certain outputs are obtained.
As such, human-centered AutoML could focus on (i) the
automation of the tedious and error-prone repetitive task of
choosing a well-performing model and optimizing the corre-
sponding hyperparameters and (ii) the interpretability of this
process and its outcome. It allows users to focus on those
parts of the data science work�ow where less automation is
possible or desirable.

In the same spirit, human-centered AutoML also allows dif-
ferent data science teaching paradigms: future data scientists
might be able to focus much more on the data at the start of
their education instead of manually trying tens of different
learners without gaining valuable insights by doing so. With
the emergence of data-centric arti�cial intelligence / ma-
chine learning (DCAI/DCML), which (re-)emphasizes the
importance of data quality, this has even more merit. Addi-
tionally, the interpretability of results combined with a good
explanation interface could allow users to learn something
about the modeling task from the output of an AutoML tool.
As such, while they focus on other parts of the work�ow,
they can still bene�t from applying the tool by acquiring
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knowledge. This vision is also prevalent in the recent litera-
ture, with Wang et al. (2019a) arguing that AutoML should
also ful�ll an educational role in the future and Xin et al.
(2021), who �nd that several users took models given by
AutoML tools as an opportunity to learn more about ML
techniques.

4. Ongoing Work and Future Directions

In the following, we discuss existing and modern work
in human-centered AutoML and highlight several speci�c
opportunities for new research in this area.

4.1. Existing Work on Trust and Interpretability in the
Context of AutoML

In Section 3.1, we argued that interpretability and trans-
parency are some of the core features that facilitate trust in
AutoML systems. In fact, during the last few years, a grow-
ing amount of publications targeting interpretability in Au-
toML have been published, usually in the context of extend-
ing HPO. On the �rst interpretability level, multi-objective
optimization (Karl et al., 2023) can be used for �nding
tradeoffs between accurate and less complex/interpretable
models (Igel, 2005; Molnar et al., 2020; Binder et al., 2020;
Schneider et al., 2023) or fairness-aware models (Perrone
et al., 2021; Weerts et al., 2024). On the third interpretabil-
ity level, multiple approaches exist to increase hyperpa-
rameter interpretability. Approaches include measuring hy-
perparameter importance (Hutter et al., 2014; Jin, 2022;
Watanabe et al., 2023), or expressing hyperparameter ef-
fects (Moosbauer et al., 2021; Segel et al., 2023). Further-
more, Li & Adams (2020) constrain the points explored by
Bayesian optimization to ensure explainability. Lastly, on
the fourth level, there is also work on analyzing con�gura-
tion spaces for HPO and hyperparameter importance across
datasets (van Rijn & Hutter, 2018; Probst et al., 2019), but
also work on understanding the optimization algorithms
themselves (Dang et al., 2018; Lindauer et al., 2019; Moos-
bauer et al., 2022b).

Similarly, multiple tools directly explain AutoML systems
or their outputs (compared to the more methodological work
above). Model LineUpper (Narkar et al., 2021) allows users
to compare candidate models on multiple information levels.
PipelinePro�ler (Ono et al., 2020) visualizes ML pipelines
produced by AutoML systems. DeepCAVE (Sass et al.,
2022) and XAutoML (Z̈oller et al., 2023) can visualize
optimizer runs. ATMSeer (Wang et al., 2019b) explains
through visualization what models have been evaluated and
how they performed; it also offers a visualization tool to
support users in adapting the search space.

Nevertheless, we believe that there is still quite a bit of road
ahead. In particular, we encourage the AutoML commu-

nity to continue working towards understanding what trust,
transparency, interpretability and related terms signify in
the context of AutoML speci�cally, particularly when not
applied to the model-level but rather the higher levels as
discussed in Section 3.1.

4.2. Bridging the Gap Between Algorithmic and HCI
AutoML Research

Above, we focused on technical publications on methods for
explainability and interaction in the context of AutoML. At
the same time, the �eld of HCI has produced insightful data
on user needs and recommendations on how to ful�ll them,
both for human-centered AutoML systems speci�cally (Gil
et al., 2019; Khuat et al., 2023) and for human-AI interaction
in general (Amershi et al., 2019; Yang et al., 2018), often
with a focus on trust and interpretability (Liao et al., 2020;
Hoffman et al., 2018; V̈ossing et al., 2022). We encourage
more collaboration between these two communities. Few
publications have tackled the issues from both sides, but
some examples exist. In particular, Zöller et al. (2023)
examine users' needs for visualization w.r.t. transparency
in AutoML and then propose a framework that satis�es
these requirements. Although some survey participants felt
overwhelmed by the amount of information presented in
their framework XAutoML, it is certainly an important step
in the right direction.

4.3. Better Interfaces for AutoML

Thus far, a major obstacle to harnessing the power of ML
for people with a non-technical background has been the
lack of a suf�ciently intuitive way for users to formulate
their tasks, domain knowledge, preferences or constraints.
In current systems, the interface language is largely mathe-
matical/statistical regarding problem, goal and model speci-
�cation, and program code in terms of implementation.

This constitutes an obstacle for domain experts, who, e.g.,
might have a good understanding of how ML models should
be evaluated due to their domain knowledge, but may not
be able to specify, e.g., the loss or performance metric as a
precise formula. Lee et al. (2020) and Bakshy (2023) out-
line the additional problem that domain knowledge can be
so complex that it is dif�cult to map it to simple constraints.
An interesting approach to tackle this issue might be pref-
erence learning or preferential optimization (Kulbach et al.,
2020; Diaz & Ĺopez-Ib́añez, 2021; Ungredda & Branke,
2023; Giovanelli et al., 2024), where users are only asked
to provide relative feedback by indicating their preference
for one outcome over another. This way, they can indirectly
communicate important aspects of evaluation but do not
have to formally specify objectives and constraints.

Arguably, large language models (LLMs) offer another op-
portunity to provide an easy-to-use interface to AutoML
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Figure 2.CRISP-human-centered AutoML Cycle, inspired by (Visengeriyeva et al.), with a focus on iterative interactions.

methods (Tornede et al., 2024). The success of LLMs with
user groups beyond data science and ML suggests that such
a text-based interface increases usability for a wide variety
of potential users which could be a key piece of the puzzle
for widespread adoption of AutoML systems. LLMs may
provide exactly what is needed to allow AutoML to provide
the power of ML to many potential users without sacri�c-
ing the bene�ts of a human-centered paradigm: a suitable
interface. This is re�ected by Karmaker et al. (2021), who
see a natural language interface as a prerequisite for domain
experts to interact comfortably with AutoML tools. First
attempts have been made to use LLMs as an interface to
AutoML systems for feature engineering (Hollmann et al.,
2023b) or even full ML pipelines (Zhang et al., 2023). We
encourage the community to explore this topic further and to
facilitate an interactive approach to AutoML through LLMs
and other generative multi-modal models. In this context,
it could be very promising to couple very fast AutoML sys-
tems, such as TabPFN (Hollmann et al., 2023a), with LLMs
to allow for a highly interactive user experience.

4.4. From Human-Centered AutoML to
Human-Centered Automated Data Science

As with AutoML research in general, most interactive and
explainable AutoML approaches are focused on the mod-
eling part of a machine learning project; but AutoML may
well be extended beyond modeling. In fact, De Bie et al.
(2022) have argued along similar lines as we do in the direc-
tion of a human-centered automated data science approach.
They argue that some parts of the data science work�ow
rely on human input (e.g., domain expertise in data acquisi-
tion and labeling) and require human oversight (e.g., task
de�nition through business understanding). In fact, data
scientists often argue that the early stages of the data sci-
ence work�ow are the most important and time consuming
ones; in contrast, the modeling part often contributes consid-
erably less or is less time-consuming (Press, 2016). Thus,
there is great potential in taking a human-centered approach

to AutoML across the data science lifecycle. An initial
work in this direction is CAAFE (Hollmann et al., 2023b),
a human-understandable feature engineering approach for
semi-automated data science. Furthermore, an AutoML so-
lution could help users navigate the often non-linear and
iterative process through the data science lifecycle. As
shown in Figure 2, AutoML can support users in certain
aspects regarding model development but requires a human-
centered component to intervene if necessary. A human-
centered AutoML solution could furthermore help users
decide if a data-centric paradigm is most promising moving
forward (e.g., labeling of additional data) or a model-centric
paradigm (e.g., allocating additional computing resources
to modeling) and thus support users in decision making.

5. Conclusion

AutoML had a great success story over the last few years,
with a plethora of impressive community achievements.
Nevertheless, there is still potential for improvement and
further research, in particular in the underexplored area
of human interaction with AutoML systems. In this posi-
tion paper, we proposed and elaborated on a more human-
centered approach to AutoML. In particular, we have formed
a series of hypotheses on the need for more transparency,
interpretability, customizability, �exibility, usability and
the integration of human-centered aspects into AutoML re-
search in general. Based on these hypotheses, we analyzed
the status quo and encouraged speci�c future research top-
ics to move the �eld into the direction we anticipate with
this work. In particular, we encouraged more work in inter-
pretability of AutoML, better user interfaces for AutoML,
LLMs as an interface to AutoML and extending the human-
centered automation paradigm to other parts of the data
science work�ow.
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Impact Statement

Since machine learning is arguably becoming extremely
important in research, applications, and industry, and poten-
tially even our personal lives, it is also crucial to push for a
democratization of machine learning. AutoML has always
aimed to contribute to this democratization, but we believe
that the research on AutoML and its tools has underappreci-
ated the requirements and expectations of its different user
groups. We believe that this will generate new important
research stimulus and eventually lead to a new generation
of AutoML tools that are more useful to their users. Since
human-centered AutoML tools will also enable to take eth-
ical considerations into account (e.g., interpretability and
transparency), we further believe that this paradigm will
contribute to the responsible use of machine learning.
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