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Abstract
Structured pruning is a promising approach for
reducing the inference costs of large vision and
language models. By removing carefully cho-
sen structures, e.g., neurons or attention heads,
the improvements from this approach can be re-
alized on standard deep learning hardware. In
this work, we focus on structured pruning in the
one-shot (post-training) setting, which does not re-
quire model retraining after pruning. We propose
a novel combinatorial optimization framework
for this problem, based on a layer-wise recon-
struction objective and a careful reformulation
that allows for scalable optimization. Moreover,
we design a new local combinatorial optimiza-
tion algorithm, which exploits low-rank updates
for efficient local search. Our framework is time
and memory-efficient and considerably improves
upon state-of-the-art one-shot methods on vision
models (e.g., ResNet50, MobileNet) and language
models (e.g., OPT-1.3B – OPT-30B). For lan-
guage models, e.g., OPT-2.7B, OSSCAR can lead
to 125× lower test perplexity on WikiText with
2× inference time speedup in comparison to the
state-of-the-art ZipLM approach. Our framework
is also 6× – 8× faster. Notably, our work con-
siders models with tens of billions of parame-
ters, which is up to 100× larger than what has
been previously considered in the structured prun-
ing literature. Our code is available at https:
//github.com/mazumder-lab/OSSCAR.

1. Introduction
Structured pruning (Lebedev & Lempitsky, 2016; Wen et al.,
2016) reduces model size by removing entire subcompo-
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nents, e.g., channels in convolutional layers, neurons in
dense layers and heads in multi-head attention. Structured
pruning offers a practical solution to improve inference la-
tency on standard hardware in contrast to unstructured prun-
ing (LeCun et al., 1989; Hassibi & Stork, 1992; Han et al.,
2015), which requires specialized hardware and software.

Despite clear computational benefits from structured prun-
ing, significant challenges remain. Structured pruning is
generally associated with a significant drop in utility. To
recover lost accuracy, most existing methods (Li et al., 2017;
Molchanov et al., 2017; He et al., 2017; Luo et al., 2017; Yu
et al., 2018) rely on gradual pruning or iterative retraining,
where the model is finetuned on the original loss after every
pruning stage. Such finetuning or retraining is expensive—
they may not be desirable or possible for large datasets and
models under resource constraints. For example, finetuning
an LLM on a standard GPU (A100) may not be possible
beyond a few billion parameters (Malladi et al., 2023). In
this context, recent works such as Kwon et al. (2022); Kurtić
et al. (2023) focus on the challenging task of one-shot struc-
tured pruning which is performed post-training. Here, a
pre-trained model is compressed (without retraining) based
on a small amount of calibration data while retaining model
accuracy as much as possible.

Despite impressive advances, state-of-the-art methods ap-
pear to face challenges in terms of increased computation
time, memory usage, and balancing utility with structured
sparsity. To address these challenges, we propose a novel
optimization-based framework for one-shot structured prun-
ing, which is highly scalable and can achieve good utility-
sparsity tradeoffs. We employ a layer-wise reconstruction
objective and a careful structure-aware reformulation of the
optimization formulation to enable more scalability. To
obtain good solutions to the problem, we propose a local
combinatorial optimization algorithm, which leverages prob-
lem structure to perform efficient local search. By integrat-
ing these algorithmic components, we demonstrate that our
method is capable of handling large vision and language
models, up to 30 billion parameters using a single 32GB
V100 GPU — an improvement over prior approaches that
can handle up to 340 million parameters.
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Contributions. Our technical contributions are:

1. Motivated by prior work (He et al., 2017; Dong et al.,
2017; Kurtić et al., 2023), we consider a layer-wise recon-
struction objective. We formulate the structured pruning
problem as a convex quadratic program with combinato-
rial constraints. Making use of problem-structure (exam-
ple, by observing that certain groups of variables share
the same coefficients), we propose a reformulation of the
quadratic objective that significantly reduces the effective
size of the Hessian matrix. Our framework, named as OS-
SCAR1, is a novel general structured pruning framework
that prunes channels in convolutional layers, neurons in
dense layers or heads in multi-head attention layers.

2. The optimization problem underlying structured pruning
is challenging due to its scale, and combinatorial nature.
We propose a new efficient algorithm, which performs
local combinatorial search to (i) iteratively prune (i.e.,
zero out) structures to satisfy desired combinatorial con-
straints, as well as (ii) locally explore structures with
similar structured sparsity budgets, but with better objec-
tive values. Our algorithm makes heavy use of low-rank
matrix updates during its combinatorial search and en-
joys theoretical guarantees (runtime and memory cost
analysis).

3. OSSCAR considerably improves over state-of-the-art ap-
proaches for one-shot structured pruning of language and
vision models, both in terms of achieved model quality
(utility) and inference time. (a) For language models,
e.g., OPT-2.7B, OSSCAR can lead to 125× lower test
perplexity on WikiText with 2× inference time speedup
in comparison to state-of-the-art ZipLM (Kurtić et al.,
2023) approach. Our framework is also 6× – 8× faster
than ZipLM. OSSCAR achieves 1.6× storage reduction
in saving decoder layers over ZipLM, when we match
performance. (b) For vision models, e.g., ResNet50, OS-
SCAR achieves 10% better accuracy for ∼ 2× speedup
over prior state-of-the-art approaches when adapted
to the one-shot setting. Our code is publicly avail-
able at: https://github.com/mazumder-lab/
OSSCAR.

It appears that ours is the first work to consider up to 30
billion model sizes for structured pruning, which is 100×
larger than what has been considered by prior works on
structured pruning (Kwon et al., 2022; Kurtić et al., 2023).
The existing state-of-the-art pipelines are unable to scale to
structured pruning of model with such sizes.

2. Related Work
Network pruning can be generally categorized into unstruc-
tured and structured methods. (a) Unstructured methods
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(LeCun et al., 1989; Hassibi & Stork, 1992; Han et al., 2015;
2016; Guo et al., 2016) prune unimportant weights in the
model, but efficiency of the pruned sparse network cannot
be realized on general-purpose GPU hardware. To achieve
speedups custom hardware libraries are needed. (b) Struc-
tured methods prune channels, neurons etc. (Lebedev &
Lempitsky, 2016; Wen et al., 2016), and thus actual speedup
can be realized without the need for custom sparse acceler-
ators. In this work, we consider structured pruning. Next,
we briefly review structured pruning methods in vision and
language models.

Structured pruning in vision models. Lebedev & Lempit-
sky (2016); Wen et al. (2016); Zhou et al. (2016) consider
ℓ21 norm to prune filters in convolutional layers. Li et al.
(2017) and He et al. (2018a) use ℓ1 norm and ℓ2 norm of the
filters for pruning respectively. He et al. (2017); Luo et al.
(2017) minimize a layer-wise reconstruction error using
LASSO and greedy methods to prune channels, respectively.
Yu et al. (2018)’s approach minimizes reconstruction error
of the final response layer and propagates importance scores
through the entire network. Molchanov et al. (2017) uses
first-order information from Taylor expansion to greedily
prune the least important channels. Liu et al. (2017); Luo &
Wu (2020) use scaling factors in Batch Normalization layers
as importance scores for pruning channels. Liu et al. (2021)
use Fisher-approximation based importance scores to prune
channels (or groups of channels). Tang et al. (2020); Lin
et al. (2020); Sui et al. (2021) consider feature-importance
based measure to determine the important channels. Chen
et al. (2021a; 2023) recognize structures that can be pruned
without impacting the network output if their parameters
are set to zero, and utilize tailored stochastic projected
gradient algorithms to efficiently prune such structures.
All the above methods are used in the context of gradual
pruning, or finetuning, which is prohibitively expensive on
large pretrained models and datasets. We explore one-shot
pruning adaptations of some of these approaches, and
compare them with our approach OSSCAR.

Structured pruning in language models. Previous works
focus on pruning different components in Transformer mod-
els. Voita et al. (2019); Michel et al. (2019) prune heads
in multi-head attention layers. McCarley (2019); Hou et al.
(2020); Chen et al. (2021b) prune the feed-forward network
(FFN) by reducing the intermediate dimension. Fan et al.
(2020); Sajjad et al. (2020) drop entire Transformer blocks
(a pair of MHA and FFN) from a pre-trained model. Xia
et al. (2022); Tao et al. (2023) allow for pruning the hid-
den dimension shared by all transformer blocks. All of
these methods are paired with gradual pruning, or finetun-
ing, which can be prohibitively expensive for large models.
Kwon et al. (2022) and Kurtić et al. (2023) consider the more
challenging task of post-training one-shot structured prun-
ing, which is the main focus of our work. These approaches

2

https://github.com/mazumder-lab/OSSCAR
https://github.com/mazumder-lab/OSSCAR


OSSCAR: One-Shot Structured Pruning

consider pruning both heads in multi-head attention layers
and intermediate dimension in FFN blocks. Kwon et al.
(2022) considers a local model based on the second-order
(Hessian) information of the loss function to prune attention
layer heads and hidden neurons in FFN. Although effective,
this approach can be prohibitively expensive in terms of
runtime and/or memory for billion-parameter models as the
ones we consider. Kurtić et al. (2023) consider a layer-wise
reconstruction error (He et al., 2017; Luo et al., 2017) to
prune attention heads and hidden neurons in FFN. Kwon
et al. (2022) and Kurtić et al. (2023) consider BERT-Large
and GPT2 models with sizes < 340 million parameters.

Combinatorial optimization in network pruning. Net-
work pruning broadly speaking involves identifying which
parameters to set to zero to minimize the impact on per-
formance of the original model. Due to its discrete nature,
network pruning can be formulated as a combinatorial op-
timization problem. Several works have explored unstruc-
tured network pruning using combinatorial optimization
techniques. Yu et al. (2022) formulates the problem as a
mixed-integer quadratic programming problem and employ
different heuristics for pruning. Benbaki et al. (2023) con-
siders an ℓ0 regression formulation and propose algorithms
that exploit problem structure for computational benefits.
Xu et al. (2023) utilizes combinatorial optimization to deter-
mine the optimal sparsity allocation for each layer. Meng
et al. (2024) jointly minimizes the number of non-zero pa-
rameters and FLOPs using combinatorial optimization. To
the best of our knowledge, OSSCAR is a novel framework
that directly optimizes the layer-wise structured pruning
problem with discrete optimization methods at scale.

Sparsity in linear models. There is a rich body of work
on sparsity in linear models: see Hastie et al. (2015); Bach
et al. (2012) for an overview of Lasso based procedures. A
relatively recent line of work has advanced computational
aspects of discrete optimization based procedures for sparse
linear models—see Bertsimas et al. (2016); Hazimeh &
Mazumder (2020); Hazimeh et al. (2022) for progress in
vanilla ℓ0-sparsity and Hazimeh et al. (2023) (and references
therein) for group-sparse settings. The problem of structured
pruning in neural networks that we consider here poses
interesting and unique challenges compared to the setting
of linear models.

Paper organization. The rest of the paper is organized as
follows. We present our problem formulation in Section
3 and our proposed algorithm in Section 4. We provide
empirical validation of our proposals on large vision and
language models in Section 5.

3. Problem Formulation
Here we describe OSSCAR: a novel framework for struc-
tured pruning under latency constraints. Building on prior
work in post-training structured pruning (He et al., 2017;
Luo et al., 2017), we adopt a layer-wise pruning strategy.
At a high-level our goal here is to prune weights that mini-
mally impact model performance in each layer: i.e., pruned
weights w should be comparable to the original pre-trained
weights ŵ.

Formally, we consider minimizing the squared error loss
between the output of a layer with weight ŵ and the pruned
weight w (to be learned) over N training samples {Xi}Ni=1.
If h(w,X) denotes the layer’s output (before the activation
function) with weight w for input X , we minimize the loss

L(w) =
1

2N

N∑
i=1

∥∥h(ŵ,Xi)− h(w,Xi)
∥∥2 , (1)

subject to some structured sparsity constraints on w.

In all models we consider, h(w,X) is a linear function of
w, and L(w) is a quadratic function of w of the form:

L(w) =
1

2
w⊤H ′w −G′⊤w. (2)

Here, H ′ and G′ are the quadratic and linear coefficients, re-
spectively. The length of w equals to the number of weights
in the layer, potentially reaching hundreds of millions in
LLMs (e.g., 200 million weights in the OPT-30B model).
This scale presents significant memory and computational
challenges in forming/saving H ′ and evaluating L(w).

To address the computational challenges, we make a key
observation: the loss function L(w) is highly structured in
the sense that H ′ is highly sparse, and variables in w can be
divided into groups sharing the same quadratic coefficients.
This insight allows us to represent w as a matrix (denoted
as W ) and reformulate the loss as

L(W ) =
1

2
Tr(W⊤HW )− Tr(G⊤W ). (3)

This reformulation significantly downscales the problem:
e.g, the quadratic coefficient matrix size can reduce from
hundreds of millions to tens of thousands. For instance, with
OPT-30B, we only need to handle a 27k × 27k matrix H .

In what follows we discuss how to construct (3) given a
network. We consider the case of dense layers, CNNs and
LLMs. We show that across all models, our optimization
problem can be formulated as a Mixed Integer Quadratic
Program (MIQP).

Structured pruning in dense layers. As a motivating
example, we start with structured pruning in a dense (lin-
ear) layer with an input dimension Nin and an output
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Vanilla Formulation
· · ·

Channel 1 Channel 2 Channel 3 Channel Cin

Our Formulation

··
·

kHkW

Cout

Figure 1: Comparison of two methods
for representing the weight. Top: Tradi-
tional vanilla formulation representing
the weight as a single vector of size
Cin × kH × kW × Cout, potentially
consisting of hundreds of millions of
variables. Left: Our proposed method,
representing the weight as a (Cin ×
kH × kW )× Cout matrix. Here, each
column corresponds to the weights of
a single convolutional filter and shares
the same quadratic coefficient. There-
fore, this representation significantly
reduces the problem’s scale. In both
figures, cells with different colors rep-
resent weights acting on different in-
put channels, with each channel being
acted on by (Cout×kH×kW ) weights.

dimension Nout. We write W as a Nin × Nout ma-
trix, and the input X over N samples as a N × Nin

matrix. The loss function can then be expressed as
L(W ) = 1

2
∥XŴ − XW∥2F = 1

2
Tr(W⊤(X⊤X)W ) −

Tr((X⊤XŴ )⊤W ) + 1
2
Tr(Ŵ⊤(X⊤X)Ŵ ). Consequently,

we set H = X⊤X and G = X⊤XŴ in (3). For struc-
tured pruning within dense layers, we would like to remove
input neurons, which corresponds to pruning certain rows
of the matrix W .

Structured pruning in CNNs. To prune the weights in
a convolutional layer, we apply convolutional filters w of
size Cout × Cin × kH × kW to an input feature map X of
dimensions Cin × fh × fw. This feature map X is derived
from a data point in the training set. The convolution of w
with X produces an output matrix h(w,X) = Conv (w,X)
of size Cout × fh × fw. In this notation, Cin and Cout are
the number of input and output channels (the output channel
also referred to as a filter), and kh, kw, fh, and fw represent
kernel and feature map dimensions, respectively.

An important insight here is that the outputs of any two
filters are independent of each other’s weight choices, and
their weights share identical quadratic coefficients in (1).
Hence we can write the weights as a matrix W with di-
mensions (Cin × kH × kW ) × Cout, where each column
represents the weights of a single convolutional filter, as
illustrated in Fig 1.

This formulation allows us to express the loss L(W ) in the
form (3). Here, H is a positive semi-definite matrix with
dimensions (Cin × kH × kW ) × (Cin × kH × kW ), and
G is the quadratic problem’s linear term, with dimensions

Feature map X

at layer ℓ

Weight W

Feature map Y

after convolution

ReLU
Cin Cout

Figure 2: Illustration of structured pruning in a convolutional
layer to reduce feature map X’s width by pruning weights that act
on certain input channels. This figure shows an example where
weights acting on the second input channel (denoted by gray cells)
are pruned. Consequently, the corresponding channel (also in
gray) in the feature map X becomes redundant and can be re-
moved. Practically, we apply an optimization algorithm to prune
and update the weight matrix W to minimize the difference be-
tween the feature map Y generated from pruned weights and dense
weights.

(Cin×kH ×kW )×Cout. Both H and G can be computed2

using the training samples {Xi}Ni=1 and the original dense
weight Ŵ .

We adopt a channel pruning approach aimed at reducing the
width of feature maps by selectively pruning weights that
act on certain input channels (see Fig 2). This method offers
two benefits: (i) It enables the removal of redundant input
channels affected by the pruned weights, along with the
corresponding filters (from the previous layer) that generate
these channels. This decreasing inference time. (ii) Rather
than removing entire convolutional filters, our approach
prunes only parts of each filter. This selective pruning al-
lows for the application of optimization techniques to the
unpruned weights, aiming to closely replicate the output of
the original filters by minimizing L(W ).

As illustrated in Fig. 1, each weight acting on a particular
input channel corresponds to a set of rows in the weight
matrix W . Thus, to implement channel pruning, it suffices
to prune (or remove) some rows of the matrix.

Structured pruning in LLMs. We now discuss structured
pruning in Transformers (Zhang et al., 2022). Figure 3
presents the structure of a layer in a Transformer. In line
with previous studies (Kwon et al., 2022; Kurtić et al., 2023),
our focus is on two structural changes: removing attention
heads and reducing the intermediate dimension in fully con-
nected layers. This involves pruning the last linear sublayer
in multi-head attention and the second sublayer of the feed-
forward network, as highlighted in red in Fig 3.

2In practice, we can compute H and G by using e.g, PyTorch’s
“nn.unfold” function.
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Multi-head
attention

Add & Norm

Linear

Linear

Add & Norm

L×

Projection

Attention
block

Concat

Linear

Q K V

Ch

Ch

Figure 3: Illustration of structured pruning to accelerate
a Transformer layer. The multi-head attention comprises
Ch distinct single-head attention blocks. The outputs from
these blocks are concatenated and processed through a lin-
ear sublayer. We prune the linear sublayer for multi-head
integration and the second sublayer of the feed-forward net-
work, as marked in red.

Given that these two sublayers are linear, we can represent
W as a Nin × Nout matrix, where Nin and Nout are the
input and output dimensions of the linear layer, respectively.
Following the discussion on structured pruning in dense
layers, we can write loss L(W ) in the form (3).

We now describe the structured pruning constraints corre-
sponding to these two types of structural removal:

1. Removing attention heads: the output of each attention
head is a Dhead-dimensional vector, feeding into the
multi-head integration linear sublayer. To prune an atten-
tion head, we remove Dhead consecutive rows from the
linear sublayer’s weight matrix W .

2. Reducing the intermediate dimension in fully connected
layers: this involves removing neurons from hidden
states, equivalent to removing individual rows from the
second linear sublayer’s weight matrix. This case aligns
with structured pruning for dense layers.

Structured pruning as a MIQP. We now introduce a uni-
fied MIQP formulation encompassing structured pruning
for all the models discussed previously.

We first divide the rows of the weight matrix W into a
partition Q1, Q2, . . . , Qp. To determine p and the partition,
we consider three cases:

1. Dense layers: p = Nin (input dimension) and each
Qj = {j} denotes weights for the j-th input neuron.

2. Convolutional layers: p = Cin (the number of input
channels) and each partition Qj includes rows {(j −
1)kHkW + 1, . . . , jkHkW }, represents weights acting

on the j-th input channel.
3. Attention heads: p = Ch (the number of attention

heads) and each partition Qj = {(j − 1)Dhead +
1, . . . , jDhead}, represents weights for the j-th head.

We use a binary variable zj to indicate whether weights in
Qj are kept or pruned. OSSCAR aims to prune p′ groups
of weights while minimizing the loss L(W ), and can be
described by the following problem (here wi denotes the
i-th row of matrix W ) with both discrete (z) and continuous
(W ) variables:

min
W,z

L(W ) :=
1

2
Tr(W⊤HW )− Tr(G⊤W )

s.t. wi · (1− zj) = 0, ∀ j ∈ [p], i ∈ Qj

p∑
j=1

zj = p− p′, zj ∈ {0, 1}.

(4)

4. Algorithm
The main goal of this paper is one-shot structured pruning
on large-scale models. It is important to obtain high-quality
solutions to the MIQP derived from structured pruning both
effectively, due to the large scale of the problem, and ac-
curately since we only prune once and will not fine-tune
the weights via SGD. To this end, we first reformulate the
MIQP (4) (involving both discrete and continuous variables)
to a combinatorial problem in Section 4.1 (with only dis-
crete variables). We then introduce an efficient approximate
solver based on local search for achieving a high-quality
solution in Section 4.2.

4.1. A combinatorial optimization reformulation

The MIQP(4) involves two sets of variables: the binary
variables z and the weight matrix W . In practice, z has up
to a few thousand variables, while the weight matrix W may
have millions of variables. Fixing the binary variables z
reduces the problem to a quadratic one, which, despite its
large scale, is relatively simple to solve optimally. However,
the critical task is to wisely determine the values of z, as
they indicate which portions of a layer’s input are retained
and how effectively the output of the dense weight can be
approximated by the pruned weight.

In light of this, we reformulate the MIQP as a combinatorial
problem, primarily focusing on optimizing z. We let S
denote the set of indices where z is zero as, and define f(S)
as the minimum loss L(W ) achieved by pruning all rows in
Qj for j in S from the weight matrix W and then updating
the remaining weights:

f(S) = min
W

L(W ) :=
1

2
Tr(W⊤HW )− Tr(G⊤W )

s.t. wi = 0, ∀ i ∈ Qj , j ∈ S.
(5)
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The objective is to identify a set S with p′ elements that
minimizes f(S), and can be written as the following combi-
natorial problem:

min
S⊂{1,2,...,p}

f(S), s.t. |S| = p′. (6)

Optimizing f(S) is challenging: potential candidates S se-
lections grow exponentially with the number of channels.
For example, pruning half of 32 channels in a CNN layer
results in over 600 million possible choices for S. More-
over, calculating the value of f(S) for a specific S involves
solving a quadratic problem with up to millions of variables,
further complicating this problem. In the next section, we
introduce a highly efficient method for identifying a high-
quality S.

4.2. Local search based approximate solver

To motivate our local search based approximate solver, we
first discuss calculating f(S) for a specific set S. Define

IS :=
{
i | i ∈ Qj for some j /∈ S

}
(7)

as the set of rows not constrained to zero in (5). Conse-
quently, computing the value of f(S) becomes a quadratic
problem focusing on the weights in rows from IS :

f(S) = min
WIS

1

2
Tr(W⊤

ISHIS ,ISWIS )− Tr(G⊤
ISWIS ) (8)

Here, HIS ,IS is the submatrix of H with rows and columns
in IS , and WIS (GIS ) is the submatrix of W (G) with rows
in IS . The optimal value of this quadratic problem is

f(S) = −1

2
Tr
(
G⊤

IS (HIS ,IS )
−1GIS

)
. (9)

The time complexity of computing (9) is O(d21(d1 + d2)),
assuming W is a d1 × d2 matrix. Solving the combinato-
rial optimization problem (6) requires evaluating f(S) for
numerous distinct sets S. In LLMs, the scales of d1 and
d2 can reach up to tens of thousands, presenting substantial
computational challenges.

To accelerate the evaluation of f(S), a crucial insight is
that if we already have f(S′) computed for a set S′ similar
to S, we can apply low-rank matrix updates to efficiently
calculate f(S). This leads to the following result:

Proposition 4.1. Given two sets S and S′. Suppose we
have computed the value of f(S′), the inverse of HIS′ ,IS′

and the optimal weight matrix for f(S′). The value of f(S),
the inverse of HIS ,IS and the optimal weight matrix for
f(S) can then be computed within O(td1(d1 + d2)) time
complexity, where t = |IS∆IS′ | denotes the symmetric
difference between IS and IS′ .

Algorithm 1 Local search-based approach for solving (6).
Require: The number of iterations T , two lists {ti}Ti=1 and

{pi}Ti=1 with
∑T

i=1 pi = p′ and pi ≤ ti,∀i ∈ [T ].
1: Initialize with S0 = ∅, compute H−1 and the optimal

weight W ∗ = H−1G.
2: for i = 1, 2, . . . , T do
3: Conduct a local search on Si−1: solve problem (10)

with S′ = Si−1, t̂ = ti and p̂ = pi and get Si.
4: Compute f(Si), the inverse of HISi

,ISi
and the opti-

mal weight matrix for f(Si).
5: end for
6: Output: The set ST that approximately optimizes (6).

The proof of Proposition 4.1 is in Section A.1. It inspires us
to perform a local search at each iteration around the current
solution S′ by approximately solving:

min
S

f(S) s.t. |S∆S′| ≤ t̂, |S| ≥ |S′|+ p̂. (10)

We restrict the symmetric difference between S′ and S by
t̂. This constraint allows efficient computation of compute
f(S), the inverse of HIS ,IS and the optimal weight matrix
for f(S), as per Proposition 4.1. We require |S| ≥ |S′|+ p̂
since our strategy is to start with the empty set and gradually
increase the cardinality of S, which means we begin with the
dense weight and gradually prune the structural components
in the neural network.

To solve (10), we replace elements in S′ with minimal im-
pact on the objective with those that have more significant
effects. The importance of each element in [p] is evaluated
based on the objective’s change when the element is added
to or removed from S′. This is formally expressed as:

Bj =

{
f (S′)− f (S′ \ {j}) , if j ∈ S′

f (S′ ∪ {j})− f (S′) , otherwise,
∀j ∈ [p].

(11)
We set s1 = ⌊ t̂−p̂

2 ⌋ and s2 = ⌊ t̂+p̂
2 ⌋. Sout includes the s1

elements in S′ with the lowest Bj values, while Sin includes
the s2 elements in [p]−S′ with the highest Bj values. Then,
we derive the solution to (10) as:

S = (S′ \ Sout) ∪ Sin. (12)

The method we propose is concisely outlined in Algorithm 1.
Proposition 4.2 details the time and memory complexities
of Algorithm 1, with its proof provided in Section A.2.

Proposition 4.2. Assume each group in the row partition
Q1, Q2 . . . , Qk is of equal size. Then, Algorithm 1 can be
executed in O(Td21(d1 + d2)) time and requires O(d1(d1 +
d2)) memory. Furthermore, if we choose ti = pi for all
i ∈ [T ], then the time complexity reduces to O(d21(d1+d2)).
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We now discuss the effects of parameters t̂ and p̂ in (10)
on the performance of Algorithm 1. The parameter t̂ deter-
mines the range of the local search. A larger t̂ enables more
aggressive updates yet complicates solving (10), reducing
the accuracy of our approximate solution to it. Conversely,
a smaller t̂ leads to precise updates, but this conservative
approach requires much more iterations for convergence. As
for p̂, its larger values (e.g., t̂ = p̂) make Algorithm 1 resem-
ble a greedy pruning method. In this mode, each iteration
adds elements to S with the greatest impact on the objective
f(S). On the other hand, a smaller p̂ shifts the algorithm
towards a local swapping strategy, where elements within S
are exchanged with more impactful ones from outside S to
find a set with a smaller objective value. Figure 4 provides
an illustration of Algorithm 1 under different p̂ settings.

In our experiments, we found that the performance of our
proposed algorithm is not sensitive to the choice of t̂ and
p̂. Therefore, we do not tune over these parameters much,
and we set t̂ = p̂ ≤ 10, with the precise values of t̂ and p̂
depending on the problem size (detailed in Section B.1). We
also conduct an ablation study to examine the algorithm’s
performance with various choices of t̂ and p̂ and show the
low sensitivity of our algorithm to these hyperparameters.
The results are presented in Appendix B.2.5.

5. Numerical Experiments
In this section, we compare our proposed framework OS-
SCAR with leading structured pruning methods in vision
and language models. We provide detailed information on
the experimental setup and reproducibility in Appendix B.1.
Additional experimental results and ablation studies are
given in Appendix B.2.

Our proposed framework OSSCAR employs a one-shot prun-
ing method, which prunes weights just once without finetun-
ing. On the other hand, some structured pruning methods
(Li et al., 2017; Sui et al., 2021; Luo et al., 2017) perform
a fine-tuning procedure after pruning to retrain the weights
via stochastic gradient descent. One-shot pruning is more
efficient than fine-tuning, which typically requires a signifi-

S1 S2 S3 S1 S2

Figure 4: The structure of sets {Si}Ti=1 under different
choices of p̂. Left: with a large p̂, Algorithm 1 mimics a
greedy pruning approach, incrementally expanding the set S
and resulting in nested sets S1 ⊂ S2 ⊂ S3 · · · . Right: with
a small p̂, Algorithm 1 employs a local swapping strategy,
leading to sets without a nested structure.

cantly larger number of training samples and greater com-
putational resources. For instance, fine-tuning ResNet50 on
ImageNet involves over a million training samples and days
of training, whereas our one-shot pruning experiments only
take a few minutes and 500 training samples. Additionally,
fine-tuning large language models often becomes imprac-
tical due to the high demand for computational resources.
Therefore, in our experiments, we focus on one-shot prun-
ing. To ensure fairness in our comparisons, we also consider
the performance of competing methods in one-shot setting.

5.1. Structured pruning in vision models

We consider various pre-trained convolutional networks in-
cluding ResNet20 (He et al., 2016, 260k parameters) trained
on CIFAR10 (Krizhevsky et al., 2009), MobileNet ((Howard
et al., 2017), 4.2M parameters) and ResNet50 (25.6M pa-
rameters) trained on ImageNet (Deng et al., 2009). We
assess the performance of all structured pruning methods
using 500 training samples as the calibration dataset.

Competing methods. We compare it with several one-shot
pruning methods in vision models: (i) Magnitude Pruning
(MP) (Mozer & Smolensky, 1989; He et al., 2018a), (ii)
CHIP (Sui et al., 2021), (iii) FPGM (He et al., 2018b), (iv)
Lasso (He et al., 2017) and (v) ThiNet (Luo et al., 2017).
The configuration details for these methods and the parame-
ter settings for OSSCAR are outlined in Section B.1.1.

Performance on a single layer. We first evaluate struc-
tured pruning on a single layer. Figure 5 compares the
squared loss between dense and pruned weights at differ-
ent speedup ratios. OSSCAR significantly outperforms MP,
CHIP, and FPGM, as these methods do not directly mini-
mize L(W ). Compared to ThiNet and Lasso, which aim to
minimize L(W ), OSSCAR achieves about 20% lower loss
under the same speedup ratios. These results demonstrate
the effectiveness of our proposed local optimization method
(Algorithm 1) in obtaining high-quality solutions for the
layerwise channel pruning problem.

Accuracy performance. The effectiveness of Algorithm
1 in solving pruning problems at each layer translates to
improved out-of-sample performance of the overall pruned
model, as demonstrated in Table 1. The table compares
the test accuracy for pruned ResNet20, MobileNetV1, and
ResNet50 across different speedup ratios. OSSCAR consis-
tently achieves higher accuracy compared to existing meth-
ods, particularly at higher speedup ratios, with 15% ∼ 30%
higher accuracy. These results showcase the superiority
of OSSCAR in maintaining high accuracy while achieving
significant speedups.
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Figure 5: Performance of pruning the layer “layer1.0.conv2”
in Resnet50 at different speedup ratios. The plot shows
the squared loss between dense and pruned weights of this
single layer, using different pruning methods. The speedup
ratio is computed as the total number of channels (64) di-
vided by the number of channels retained after pruning.

Table 1: One-shot structured pruning performance (accu-
racy) of various methods on ResNet20, MobileNetV1, and
ResNet50. The speedup ratio denotes the inference time
improvement of pruned models over dense models. For all
methods, we take ten runs and report the mean.

Model Speedup MP CHIP FPGM Lasso ThiNet OSSCAR

ResNet20
on CIFAR10

(91.36%)

1.3x 55.37 67.24 39.01 89.03 89.16 89.20 (±0.12)
1.4x 39.54 39.05 24.37 86.68 87.09 87.70 (±0.16)
1.7x 26.92 19.16 12.82 83.55 84.11 85.05 (±0.19)
2.0x 18.98 11.81 10.92 78.80 79.30 81.10 (±0.49)
2.6x 11.04 9.97 12.45 68.58 70.35 72.60 (±0.78)
3.5x 10.21 10.31 12.60 57.15 58.68 61.82 (±0.98)

MobileNetV1
on ImageNet

(71.95%)

1.3x 21.66 33.16 4.42 70.13 70.07 70.70 (±0.05)
1.4x 1.60 5.36 0.58 67.65 67.66 68.89 (±0.08)
1.5x 0.13 0.77 0.11 63.79 64.06 66.37 (±0.15)
1.7x 0.10 0.22 0.10 58.88 59.51 63.03 (±0.31)
1.9x 0.10 0.10 0.13 52.72 53.34 58.39 (±0.36)
2.2x 0.10 0.10 0.10 45.47 45.77 52.07 (±0.57)

ResNet50
on ImageNet

(77.01%)

1.2x 60.57 57.06 59.53 73.82 73.49 74.33 (±0.08)
1.3x 9.28 16.86 18.79 67.07 66.29 69.30 (±0.16)
1.4x 3.28 5.34 5.48 61.58 60.44 65.32 (±0.27)
1.6x 0.95 1.24 1.42 53.15 51.91 59.14 (±0.44)
1.7x 0.37 0.57 0.40 41.68 41.08 50.16 (±0.59)
1.9x 0.25 0.29 0.21 29.23 28.87 38.45 (±0.63)

5.2. Structured Pruning in Large Language Models

Next, we evaluate the usefulness of our proposed framework
OSSCAR for one-shot structured pruning on LLMs.

Models and datasets. We focus on pruning the OPT model
family (Zhang et al., 2022), with sizes ranging from 1.3
billion to 30 billion parameters. For calibration data, we
adopt the approach of Frantar & Alistarh, 2023, utilizing
128 segments of 2048 tokens each, randomly selected from
the first shard of the C4 dataset (Raffel et al., 2020). We
consider perplexity as our key metric, recognized for its
challenge and stability in evaluating the performance of
pruned models (Yao et al., 2022; Xiao et al., 2023; Frantar
& Alistarh, 2023). The perplexity is calculated following
precisely the procedure described by HuggingFace (Per,

2022), using full stride. We consider the test sets of raw-
WikiText2 (Merity et al., 2017) and PTB (Marcus et al.,
1994) as well as a subset of the C4 validation data, all
popular benchmarks in LLM pruning literature (Yao et al.,
2022; Xiao et al., 2023; Frantar & Alistarh, 2023). We use
the HuggingFace Transformers library (Wolf et al., 2020) for
handling the models and datasets. In addition to perplexity,
we evaluate the pruned models on 4 different zero-shot tasks:
Piqa (Bisk et al., 2020), Lambada (Paperno et al., 2016), Arc
easy, and challenge (Clark et al., 2018), and report results
in Section B.2.2.

Competing methods. We compare against multiple one-
shot structured pruning methods: (i) Magnitude pruning
(MP), (ii) Magnitude pruning with a layer-wise refinement
step (MP+), and (iii) ZipLM3 (Kurtić et al., 2023). The
configuration details for these methods, along with the pa-
rameter settings for OSSCAR, are outlined in Section B.1.2.

Results. We report the perplexity performance on the raw-
WikiText2 test set across various speedup ratios for different
models (OPT-1.3B, OPT-2.7B), as shown in Table 2. In-
terestingly, we observe a rapid increase in perplexity for
pruned models using baseline methods, even at relatively
small speedup ratios. OSSCAR, in contrast, demonstrates
substantial gains over baseline methods. Notably, it shows a
much smaller increase in perplexity with higher speedups.
For instance, OSSCAR achieves a perplexity 125 times lower
than the state-of-the-art ZipLM framework for one-shot
structured pruning for the OPT 2.7 billion parameter model
at a 2x inference speedup.

3The authors of ZipLM (state-of-the-art) only considered mod-
els of sizes < 340 million. We apply the ZipLM framework to
OPT models. For the second stage of their framework (structured
SPDY search), we turn off the randomized search component, as it
appears to be computationally intractable.

Table 2: Perplexity performance on Wikitext for one-shot
structured pruning of OPT models (1.3B, 2.7B, and 6.7B).
The speedup ratio denotes the inference time improvement
of pruned models over dense models. For all methods we
take ten runs and report the mean and standard error.

Model Speedup MP MP+ ZipLM OSSCAR

OPT-1.3B

1.2x 163.0 (±0.20) 22.01 (±0.09) 14.58 (±0.08) 15.54 (±0.15)
1.3x 1834 (±1.00) 41.46 (±0.28) 61.36 (±5.19) 17.53 (±0.11)
1.4x 7412 (±29.0) 4953 (±151) 729.0 (±114) 20.49 (±0.36)
1.7x 8752 (±55.0) 4802 (±287) 1829 (±66.0) 25.74 (±0.54)
2.0x 8439 (±15.0) 6490 (±113) 3529 (±346) 37.87 (±0.64)
2.6x 9546 (±4.00) 7608 (±241) 6424 (±301) 68.50 (±1.89)
3.3x 12006 (±50.0) 8772 (±256) 9424 (±761) 153.0 (±3.56)

OPT-2.7B

1.2x 234.2 (±3.07) 22.33 (±0.12) 12.14 (±0.03) 13.14 (±0.17)
1.3x 3817 (±108) 46.31 (±0.59) 21.83 (±3.47) 14.94 (±0.22)
1.4x 6957 (±794) 111.2 (±2.50) 414.9 (±113) 17.11 (±0.21)
1.7x 13903 (±208) 9977 (±5025) 1820 (±422) 21.18 (±0.24)
2.0x 12793 (±48.0) 12003 (±2419) 3611 (±840) 29.48 (±0.46)
2.4x 11975 (±18.0) 15979 (±3180) 9209 (±2356) 51.90 (±1.06)
3.0x 15874 (±62.0) 12433 (±596) 14039 (±1863) 102.7 (±3.24)
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Figure 6: Perplexity performance on WikiText (in log-scale) for one-shot structured pruning of OPT models (6.7B, 13B, and
30B). The speedup ratio denotes the inference time improvement of pruned models over dense models. For all methods, we
take ten runs and report the mean perplexity.

Performance on larger OPT Models We next showcase
the one-shot pruning performance of OSSCAR on larger
OPT Models (6.7B, 13B, and 30B). Due to memory limi-
tations, ZipLM (Kurtić et al., 2023) cannot process these
models4. Thus, we compare our framework solely against
magnitude pruning-based methods (MP and MP+). Figure 6
displays the perplexity for these models on raw-WikiText2,
with the logarithmic scale of the y-axis highlighting that
OSSCAR reduces the perplexity by at least two orders of
magnitude against the baselines. OSSCAR’s superior per-
formance stems from achieving much smaller layer-wise
reconstruction error at each layer compared to MP and MP+,
resulting in less impact on the model’s performance.

The overall loss in perplexity from one-shot structured prun-
ing can be mitigated by increasing the sample size from 128
to 2048. For instance, at a 2x speedup, this adjustment can
reduce perplexity by up to 3.5 points. We explored this in an
ablation study detailed in the Supplementary Section B.2.3.

Timing comparison. Our framework stands out for its
time efficiency in pruning networks. Table 3 displays the
total time different algorithms take to prune a model to
various speed-up ratios. As shown, OSSCAR is notably
faster, achieving speeds 6–8 times faster than the ZipLM
framework. Remarkably, our optimization framework is
only 1.5x slower than MP+ baseline, yet it offers substantial
improvements in predictive performance.

6. Conclusion
We introduce OSSCAR, a novel optimization framework
for one-shot structured pruning in large-scale vision and
language models. OSSCAR is based on a reformulation
of the layer-wise reconstruction objective, which exploits
problem structure to allow for scalable optimization. We

4The original ZipLM pipeline runs out of memory for 1.3B
and 2.7B models as well. We added CPU offloading (see Section
B.1.2), allowing it to work with 1.3B and 2.7B models.

Table 3: Total time taken by different algorithms to prune a
model to various speed-up ratios. For all methods we take
ten runs and report the mean and standard error.

Model MP MP+ ZipLM OSSCAR

OPT-1.3B 0.469 (±0.00) 1166 (±3.00) 9161 (±670) 1455 (±4.00)
OPT-2.7B 0.996 (±0.00) 2229 (±8.00) 22839 (±999) 2842 (±12.0)
OPT-6.7B 2.551 (±0.01) 5084 (±67.0) - 7434 (±96.0)

develop a novel local combinatorial optimization algorithm
that exploits low-rank updates for efficient local search. Our
framework is both time- and memory-efficient, markedly en-
hancing the practicality and performance of one-shot struc-
tured pruning methods. For example, on OPT-2.7B, OS-
SCAR can lead to 125× lower test perpexity on WikiText
with 2× inference time speedup in comparison to state-of-
the-art ZipLM approach. Our pruning framework takes 6×
– 8× lesser time to prune the network. Our framework can
also prune 100× larger models than previous state-of-the-art
structured pruning frameworks.
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Supplement

A. Proofs of Main Results
A.1. Proof of Proposition 4.1

We first establish some key notations. For a given matrix H and two subsets of indices I1 and I2, HI1,I2 represents the
submatrix of H that includes rows indexed by I1 and columns indexed by I2; HI1,: represents the submatrix of H containing
only the rows in I1; H:,I2 represents the submatrix of H containing only the columns in I2. Moreover, Ea represents the
identity matrix of size a× a, and 0a×b refers to the zero matrix of dimensions a× b. For any given set S ⊂ [p], we denote
tS = |IS |, where IS =

{
i | i ∈ Cj for some j /∈ S

}
.

Let us assume we have two sets S and S′ with t = |IS∆IS′ |. We have already calculated the quadratic coefficients
H ∈ Rd1×d1 and linear coefficients G ∈ Rd1×d2 in (5). Additionally, we’ve computed the value of

f(S′) = −1

2
Tr
(
G⊤

IS′ ,:(HIS′ ,IS′ )
−1GIS′ ,:

)
, (13)

the inverse of HIS′ ,IS′ , and the optimal weight matrix for f(S′), denoted as W (S′). The remaining part of the proof will
demonstrate that the value of f(S), the inverse of HIS ,IS and the optimal weight matrix W (S) for f(S) can be computed
with a time complexity of O(td1(d1 + d2)).

Based on the inclusion relationship of sets IS and IS′ , we consider the following three cases.

Case 1: IS ⊂ IS′ .

In this case we have t = |Ir| := |IS′\IS |. Without loss of generality, we can rearrange the rows and columns of HIS′ ,IS′

such that HIS′ ,IS′ and its inverse are structured as follows:

HIS′ ,IS′ =

 HIS ,IS HIS ,Ir

HIr,IS HIr,Ir

 ,
(
HIS′ ,IS′

)−1
=

 A B

B⊤ C

 , (14)

where A is a submatrix of
(
HIS′ ,IS′

)−1
with the same size as HIS ,IS , B has the same size as HIS ,Ir , and C has the same

size as HIr,Ir . Note that we have computed the
(
HIS′ ,IS′

)−1
, so we have the values of A, B and C.

From the equation

HIS′ ,IS′

(
HIS′ ,IS′

)−1
= EtS′ (15)

it follows that

HIS ,ISA+HIS ,IrB
⊤ = EtS (16)

HIS ,ISB +HIS ,IrC = 0tS×t. (17)

From (17), we deduce
HIS ,Ir = −HIS ,ISBC−1, (18)

and substituting this into (16) yields
(HIS ,IS )

−1
= A−BC−1B⊤. (19)

Given that B is a tS×t matrix, and C is a t×t matrix, computing = A−BC−1B⊤ requires O(t3+t2St) = O(td1(d1+d2))
complexity.

Next, we focus on computing W (S). This is the optimal weight matrix that resolves the following quadratic problem:

min
W

L(W ) =
1

2
Tr(W⊤HW )− Tr(G⊤W )

s.t. wi = 0, ∀ i ∈ Qj , j ∈ S.
(20)
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This quadratic problem can be solved analytically, yielding the optimal solution W (S) as:

W
(S)
IS ,: = (HIS ,IS )

−1
GIS ,:, (21)

where all elements in W (S) that do not belong to rows in IS are zero. Similarly, we can express W (S′) as

W
(S′)
IS′ ,: =

(
HIS′ ,IS′

)−1
GIS′ ,: (22)

where all elements in W (S′) that do not belong to rows in IS′ are zero. We may further simplify the expression of W (S′) as

W
(S′)
IS′ ,: =

 W
(S′)
IS ,:

W
(S′)
Ir,:

 =

 A B

B⊤ C


 GIS ,:

GIr,:

 =

 AGIS ,: +BGIr,:

B⊤GIS ,: + CGIr,:



=

 (A−BC−1B⊤)GIS ,: +
(
BGIr,: +BC−1B⊤GIS ,:

)
B⊤GIS ,: + CGIr,:

 =

 W
(S)
IS ,0

0t×d2

+

 BC−1W
(S′)
Ir,:

W
(S′)
Ir,:


(23)

This implies that we can compute W (S) as

W
(S)
IS′ ,: =

 W
(S)
IS ,0

0t×d2

 = W
(S′)
IS′ ,: −

 BC−1

Et×d2

W
(S′)
Ir,:

. (24)

Given that B is a tS × t matrix, C is a t × t matrix, and W
(S′)
Ir,:

is a t × d2 matrix, computing WS requires O(tStd2) =
O(td1(d1 + d2)) time complexity.

Finally, we compute the value of f(S). Given that the optimal weight matrix for f(S′) is W (S′), we can express

f(S′) =
1

2
Tr
(
(W (S′))⊤HW (S′)

)
− Tr

(
G⊤W (S′)

)
. (25)

It follows a similar argument that

f(S) =
1

2
Tr
(
(W (S))⊤HW (S)

)
− Tr

(
G⊤W (S)

)
. (26)

Together with (24), we obtain by some calculations that

f(S′) =
1

2
Tr
(
(W (S′))⊤HW (S′)

)
− Tr

(
G⊤W (S′)

)
=

1

2
Tr
(
(W

(S′)
IS′ ,:)

⊤HIS′ ,IS′W
(S′)
IS′ ,:

)
− Tr

(
G⊤

IS′ ,:W
(S′)
IS′ ,:

)

= f(S) +
1

2
Tr

(W
(S′)
Ir,:

)⊤
[

BC−1 Et×d2

]
HIS′ ,IS′

 BC−1

Et×d2

W
(S′)
Ir,:


+Tr

(
(W

(S′)
Ir,:

)⊤
[
BC−1 Et×d2

] (
HIS′ ,IS′W

(S′)
IS′ ,: −GIS′ ,:

))
= f(S) +

1

2
Tr
(
(W

(S′)
Ir,:

)⊤C−1W
(S′)
Ir,:

)

(27)

Given that C is a t× t matrix, and W
(S′)
Ir,:

is a t× d2 matrix, computing f(S) requires O(t2d2) time complexity.

We emphasize that, unlike Cases 2 and 3, computing f(S) in this case only requires a time complexity of O(t2d2), as
opposed to O(td1(d1 + d2)). This key observation aids in reducing the time cost of Algorithm 1 under certain choices of
parameters. We formally present this observation as a lemma:
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Lemma A.1. Given two sets S and S′ such that IS ⊂ IS′ and t = |IS′\IS |. Suppose we have computed the value of f(S′),
the inverse of HIS′ ,IS′ and the optimal weight matrix for f(S′). The value of f(S) can then be computed within O(t2d1)
time complexity.

Case 2: IS′ ⊂ IS .

In this case we have t = |Ir| := |IS\IS′ |. Without loss of generality, we can rearrange the rows and columns of HIS ,IS

such that HIS ,IS and its inverse are structured as follows:

HIS ,IS =

 HIS′ ,IS′ HIS′ ,Ir

HIr,IS′ HIr,Ir

 , (HIS ,IS )
−1

=

 A B

B⊤ C

 , (28)

where A is a submatrix of (HIS ,IS )
−1 with the same size as HIS′ ,IS′ , B has the same size as HIS′ ,Ir , and C has the same

size as HIr,Ir . Following a similar argument as in Case 1, we deduce that

C =
(
HIr,Ir −HIr,IS′

(
HIS′ ,IS′

)−1
HIS′ ,Ir

)−1

,

B = −
(
HIS′ ,IS′

)−1
HIS′ ,IrC,

A =
(
HIS′ ,IS′

)−1
+BC−1B.

(29)

Given that
(
HIS′ ,IS′

)−1
has already been computed, we can efficiently calculate A, B, and C, and consequently (HIS ,IS )

−1

in O
(
(tS′)2t

)
= O(td1(d1 + d2)) time.

Next, we focus on computing W (S). Using (21), we obtain the following relationship between W (S) and W (S′):

W
(S)
IS ,: =

 W
(S)
IS′ ,:

W
(S)
Ir,:

 =

 A B

B⊤ C


 GIS′ ,:

GIr,:

 =

 AGIS′ ,: +BGIr,:

B⊤GIS′ ,: + CGIr,:



=

 (HIS′ ,IS′ )
−1GIS′ ,: +

(
BGIr,: +BC−1B⊤GIS′ ,:

)
B⊤GIS′ ,: + CGIr,:

 =

 W
(S′)
IS′ ,0

0t×d2

+

 BC−1

Et×d2

(B⊤GIS′ ,: + CGIr,:

)
(30)

Given that B is a tS′ × t matrix, C is a t × t matrix, GIS′ ,: is a (tS′) × d2 matrix, and B, C can be computed in
O(td1(d1 + d2)) time, computing W (S) requires O

(
(tS′)td2 + td21

)
= O(td1(d1 + d2)) time complexity.

Finally, we compute the value of f(S). Using the similar argument as (27), we obtain that

f(S) = f(S′) +
1

2
Tr
(
(W

(S)
Ir,:

)⊤C−1W
(S)
Ir,:

)
. (31)

Given that C is a t × t matrix, and W
(S)
Ir,:

can be computed in O(td1(d1 + d2)) time, computing f(S) also requires
O(td1(d1 + d2)) time complexity.

Case 3: no inclusion relationship between IS′ and IS .

We define S′′ = S′ ∪ S, and from the definition of IS , it follows that IS′′ = IS ∩ IS′ . Let’s denote t1 = |IS′\IS′′ | and
t2 = |IS\IS′′ |. The symmetry difference definition implies that t = t1 + t2.

We have already computed f(S′), the inverse of HIS′ ,IS′ , and the optimal weight matrix W (S′). Note that IS′′ ⊂ IS′ ,
we can apply the results from Case 1. This allows us to compute the value of f(S′′), the inverse of HIS′′ ,IS′′ , and the
optimal weight matrix W (S′′) in O(t1d1(d1 + d2)) time. Moreover, since IS′′ ⊂ IS , by applying the results from Case 2,
we conclude that the value of f(S), the inverse of HIS ,IS , and the optimal weight matrix W (S) can also be computed within
O(t2d1(d1 + d2)) time complexity. Therefore, the overall time complexity is O(td1(d1 + d2)). This completes the proof.
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A.2. Proof of Proposition 4.2

We begin by analyzing the time complexity of Algorithm 1 with general parameters ti and pi. To initiate the algorithm, we
need to compute H−1 and H−1G, which has a time complexity of O(d21(d1 + d2)) since H is a d1 × d1 matrix and G is a
d1 × d2 matrix.

During iteration i of Algorithm 1, a local search is conducted by approximately solving (10) with S′ = Si−1, t̂ = ti, and
p̂ = pi. As outlined in Section 4.2, to address (10), it suffices to calculate the impact of each element in [p], as defined in (11).
Assuming uniform group size Q, for any j ∈ Si−1, |ISi−1\{j}∆ISi−1

| = Q, and for any j /∈ Si−1, |ISi−1∪{j}∆ISi−1
| = Q.

Having computed f(Si−1), the inverse of HISi−1
,ISi−1

, and the optimal weight matrix for f(Si−1), Proposition 4.1 suggests
that each Bj in (11) can be computed in O(Qd1(d1 + d2)) time. Consequently, computing Bj for all j ∈ [p] takes O(d21d2)
time, given that [d1] is partitioned into p equal-sized disjoint groups Q1, Q2, . . . , Qp and pQ = d1.

Upon solving (10), we obtain the set Si with |S∆S′| ≤ ti, which implies |ISi∆ISi−1 | ≤ tiQ. Applying Proposition 4.1
again, we can calculate f(Si), the inverse of HISi

,ISi
, and the optimal weight matrix for f(Si) in O(tiQd1(d1 + d2)) =

O(d21(d1 + d2)) time complexity. Hence, the total time complexity of Algorithm 1 over T iterations is O(Td21(d1 + d2)).

We now focus on the specific parameter choice where ti = pi for all i ∈ [T ]. During iteration i of Algorithm 1, the process
is similar to the previous case in that we still need to solve (10). However, the key difference lies in the fact that since
ti = pi, as outlined in Section 4.2, we won’t remove elements from Si−1. Consequently, it’s only necessary to compute
Bj for j /∈ Si−1. This involves calculating f(Si−1 ∪ {j}) − f(Si−1) for all i /∈ Si−1. Given that ISi−1∪{j} ⊂ ISi−1

and Q = |ISi−1
\ISi−1∪{j}|, Lemma A.1 implies that f(Si−1 ∪ {j})− f(Si−1) can be computed in O(Q2d1) time. Thus,

computing Bj for all j /∈ Si−1 requires O(pQ2d1) = O(Qd21) time.

After solving (10) and obtaining the set Si, similarly, we can apply Proposition 4.1 to compute f(Si), the inverse of HISi
,ISi

,
and the optimal weight matrix for f(Si), all within O(tiQd1(d1 + d2) time. The overall time complexity of Algorithm 1
over T iterations is thus

O
( T∑

i=1

Qd21 + tiQd1(d1 + d2)
)
= O

(( T∑
i=1

ti

)
Qd1(d1 + d2)

)
(32)

Notably, with ti = pi for all i ∈ [T ], we obtain
∑T

i=1 ti =
∑T

i=1 pi = p′ ≤ d1

Q . Therefore, the overall time complexity in
this case can be reduced to O(d21(d1 + d2)).

Finally, we turn to the memory complexity of Algorithm 1. It’s important to note that, throughout the algorithm, we only
need to maintain the value of f(S), the inverse of HIS ,IS , and the optimal weight matrix for f(S) associated with the
current solution Si. As shown in Proposition 4.1, computing these elements involves matrix multiplication with dimensions
up to d1 × (d1 + d2). Consequently, the overall memory complexity of the algorithm is O(d1(d1 + d2)).

B. Experimental Details
B.1. Experimental setup

All experiments were carried out on a computing cluster. Experiments were run on an Intel Xeon Gold 6248 machine with
20 CPUs and a single NVIDIA V100 GPU. Our machine is equipped with 192GB of CPU RAM and 32GB of CUDA
memory. We will terminate the algorithm if it leads to Out-of-Memory errors. For our experiments, we use the PyTorch
library (Paszke et al., 2017) to implement all neural network models and pruning methods.

B.1.1. CNN EXPERIMENTS

Pruning settings. In our study, we focus exclusively on pruning the convolutional layers within the network. For a layer
with p channels, we prune p′ = τp channels with various τ values to investigate different speedup ratios. To evaluate the
effectiveness of all structured pruning methods, we utilize a calibration dataset consisting of 500 training samples.

Implementation details. Below are the configuration and implementation details for the competing methods and our
framework, OSSCAR. It’s important to note that as we assess the performance of competing methods in a one-shot setting,
we shut down the fine-tuning procedure.

• OSSCAR: We formulate the channel pruning problem as a combinatorial problem (see (10)), and address it using
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Algorithm 1. We set the number of iterations T = p′/2 and ti = pi = 2 for i ∈ [T ].

• MP (Mozer & Smolensky, 1989; He et al., 2018a): We implement structured pruning by calculating the Frobenius
norm of weights for each channel as its magnitude and pruning p′ channels with the smallest magnitude.

• CHIP (Sui et al., 2021): We utilize the authors’ algorithm (codes available on GitHub) to prune channels based on
channel independence.

• FPGM (He et al., 2018b): We utilize the authors’ algorithm (codes available on GitHub) for channel pruning via the
geometric median.

• Lasso (He et al., 2017): We utilize our own implementation, as directly applying the authors’ codes to our setting is
challenging. Following (He et al., 2017, Section 3), we convert the channel pruning problem into a ℓ1-regularized
problem. We solve the subproblem related to β repeatedly with increasing ℓ1-penalty coefficients until meeting the
pruning constraint, then address the subproblem related to the weight matrix W . Our implementation of this algorithm
strictly adheres to the description provided by the authors in their paper.

• ThiNet (Luo et al., 2017): We utilize the authors’ algorithm (codes available on GitHub) to conduct channel selection
through a greedy approach, followed by a refining process to minimize reconstruction error.

Pruning strategies. Additionally, to further enhance accuracy, we implement two techniques for all OSSCAR and all
competing methods. Firstly, as advised by (Zhang et al., 2015) and (He et al., 2017, Section 3.2), we solve the channel
pruning problem layer by layer sequentially. For each layer, we minimize the squared loss between the output of the dense
model at this layer and the output produced by the pruned weight W acting on the pruned model’s input feature map. Thus,
our layer-wise pruning objective for the ℓ-th layer is given as:

L(w) =
1

N

N∑
i=1

∥∥∥Conv (ŵ, X̂i
)
− Conv

(
w,Xi

)∥∥∥2 , (33)

Different from (1), here we replace Conv
(
ŵ,Xi

)
by Conv

(
ŵ, X̂i

)
, where X̂ denotes the dense model’s input feature

map, while X represents the pruned model’s input feature map (with the first ℓ− 1 layers pruned). This modification does
not change the nature of the problem, and it enables pruning algorithms to more accurately approximate the output of the
original model.

Secondly, for ResNet20 and ResNet50, following insights from (Luo et al., 2017, Section 3.3), we avoid pruning the first
convolution layer in each residual block. This approach keeps block output dimensions unchanged and avoids extra costs in
executing the residual connection. For MobileNetV1, we focus the channel pruning on the 1× 1 convolutional layers as
pruning the depthwise convolution layers tends to be less impactful and could significantly reduce accuracy. It’s crucial to
highlight that layers not directly pruned in the process are still non-dense in the pruned model. This is because some filters
in these layers will become redundant when the channels they contribute to in subsequent layers are pruned. Hence, these
filters can be pruned too.

B.1.2. LLM EXPERIMENTS

Pruning settings.

As discussed in Section 3, for pruning OPT models, we focus on removing attention heads and reducing the intermediate
dimension in fully connected layers. We convert these two problems into MIQP problems (4), and we set p′ = τp channels
with various τ values to investigate different speedup ratios. Here p is either the number of attention heads or the input
dimension of the fully connected layer, depending on the sublayer we are pruning.

Implementation details. Below are the configuration and implementation details for the competing methods and our
framework, OSSCAR.

• OSSCAR: We utilize Algorithm 1 to solve the combinatorial problem derived from structured pruning. For pruning
attention heads, we set the number of iterations T = p′/2 and ti = pi = 2 for i ∈ [T ]. For reducing intermediate
dimensions in fully connected layers, we set the number of iterations T = p′/10 and ti = pi = 10 for i ∈ [T ].
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• MP (Mozer & Smolensky, 1989): This method employs structured pruning by calculating the Frobenius norm of
each weight group Qi, i = 1, 2, . . . , p (as defined in (4)) as its magnitude and then pruning p′ groups with the lowest
magnitude.

• MP+: This approach extends MP by further refining the weights post-pruning. After performing MP, the weight matrix
W is updated following (5) to reduce the approximation loss L(W ), where the set S is determined by MP.

• ZipLM (Kurtić et al., 2023): ZipLM’s original implementation targeted models smaller than 340 million parameters.
We adapt their framework for OPT models. In ZipLM’s second stage, a structured SPDY search is performed, involving
a 1000-step neighborhood search for various sparsity configurations across layers. Each configuration’s performance is
assessed on a validation set, with the best-performing configuration in terms of perplexity being selected. However, for
larger OPT models, we found this SPDY search to be computationally prohibitive. For example, based on our estimation,
it would take ∼ 200 days for ZipLM to perform 100 search steps and validate each configuration’s performance for
OPT-2.7B. Consequently, we turn off the SPDY search, using on the original layer-wise sensitivity coefficients to
generate the sparsity configuration.

Pruning strategies. Similar to the strategy used in CNNs, we solve the structured pruning problem layer by layer sequentially
in OPT models. For each layer, our objective is to minimize the squared loss between the output of the dense model at that
particular layer and the output generated by the pruned weight W acting on the pruned model’s input values. It’s important
to note that for LLMs, this strategy is implemented only for OSSCAR, MP, and MP+, and not for ZipLM. In the case of
ZipLM, as outlined in their paper, involves pruning each layer to different sparsity levels. This requires considering the
squared loss between the output from the dense weight Ŵ acting on the dense model’s input values and the output from the
pruned weight W acting on the dense model’s input values.

Saving GPU memory. We employ a layer-by-layer pruning approach for OSSCAR and all competing methods. Consequently,
we only need to load the weights of a single layer into GPU memory at any given time, offloading other weights to the CPU
to conserve GPU memory. Additionally, for our calibration data – comprising 128 segments of 2048 tokens each from the
C4 dataset – we store these segments on the CPU to further save GPU memory. They are loaded to the GPU individually
when we need them for generating H and G in the pruning objective (3). This strategy significantly reduces GPU memory
usage, allowing us to apply OSSCAR for pruning large OPT models with just 32GB of GPU memory.

B.2. Ablation studies and additional results

In this section, we provide additional experimental results and ablation studies focusing on one-shot structured pruning in
both CNNs and LLMs.

B.2.1. PRUNING PERFORMANCE OF OPT MODELS ON PTB AND C4 DATASETS

In this section, we present the perplexity performance of MP, MP+, ZipLM, and OSSCAR on the PTB (test) and C4
(validation) datasets, specifically for pruning OPT-1.3B, OPT-2.7B, and OPT-6.7B models. The results are detailed in Tables
4 and 5. Similar to the trends observed with the Wikitext dataset, OSSCAR demonstrates a significant reduction in perplexity
compared to magnitude pruning based methods and ZipLM (state-of-the-art), particularly at higher speedup ratios.

B.2.2. PRUNING PERFORMANCE OF OPT MODELS ON ZERO-SHOT BENCHMARKS

We evaluate the performance of OPT models pruned by MP, MP+, ZipLM, and OSSCAR on four zero-shot tasks: Piqa,
Lambada, Arc easy, and challenge. We consider pruning OPT-1.3B and OPT-2.7B at two different speedup ratios. Tables
6 and 7 present the detailed results, demonstrating that OSSCAR consistently outperforms other methods by a significant
margin. For instance, when pruning OPT-2.7B with a 1.7x speedup, all methods except OSSCAR fail to deliver meaningful
results on the Lambada dataset, while OSSCAR achieves an accuracy of 38%. These findings are consistent with those from
our perplexity-based evaluations, reinforcing OSSCAR’s efficacy in maintaining pruned models’ performance.

B.2.3. EFFECT OF CALIBRATION DATASET SIZE

In this study, we explore how varying the sample size of the calibration dataset affects the performance of one-shot structured
pruning on LLMs. For all our LLM experiments previously conducted, we utilized a calibration dataset comprising
N = 128 sequences of 2048 tokens each, sampled from C4. We now experiment with different values of N from the

19



OSSCAR: One-Shot Structured Pruning

Table 4: Perplexity performance on PTB for one-shot structured pruning of OPT models
(1.3B, 2.7B, and 6.7B). The speedup ratio denotes the inference time improvement of pruned
models over dense models. For all methods we take ten runs and report the mean and standard
error.

Model Speedup MP MP+ ZipLM OSSCAR

OPT-1.3B

1.2x 164.8 (±0.06) 24.54 (±0.08) 18.57 (±0.21) 19.79 (±0.14)
1.3x 1166 (±0.72) 48.60 (±0.83) 63.61 (±2.63) 24.45 (±0.23)
1.4x 7147 (±20.8) 795.0 (±53.1) 477.9 (±62.0) 30.08 (±0.42)
1.7x 7762 (±31.8) 1646 (±90.8) 1786 (±161) 40.74 (±1.39)
2.0x 6796 (±8.87) 4320 (±224) 3716 (±386) 62.02 (±2.94)
2.6x 8092 (±5.89) 5628 (±124) 5330 (±312) 97.92 (±4.17)
3.3x 9612 (±30.8) 6071 (±127) 9616 (±692) 170.9 (±9.65)

OPT-2.7B

1.2x 365.9 (±1.08) 24.90 (±0.09) 15.15 (±0.03) 17.21 (±0.20)
1.3x 3281 (±123) 38.64 (±0.23) 26.91 (±2.29) 19.80 (±0.30)
1.4x 10062 (±969) 88.62 (±1.14) 257.5 (±58.4) 24.91 (±0.41)
1.7x 7053 (±52.7) 1380 (±152) 1289 (±176) 31.20 (±0.79)
2.0x 8530 (±29.8) 4803 (±248) 3267 (±374) 43.47 (±1.11)
2.4x 6854 (±16.1) 7407 (±166) 8017 (±852) 70.95 (±1.81)
3.0x 10166 (±37.9) 7780 (±171) 12624 (±968) 122.7 (±3.08)

OPT-6.7B

1.1x 208.2 (±0.40) 22.45 (±0.10)

OOM

17.21 (±0.44)
1.2x 4086 (±37.8) 53.57 (±1.64) 18.96 (±0.38)
1.5x 15915 (±186) 1056 (±145) 22.24 (±0.58)
1.7x 15668 (±110) 2858 (±162) 26.78 (±0.57)
2.0x 11537 (±71.3) 5833 (±90.1) 34.80 (±1.10)
2.6x 12524 (±69.0) 7142 (±177) 54.70 (±1.20)
3.3x 13585 (±87.9) 6815 (±220) 102.4 (±3.57)

Table 5: Perplexity performance on C4 for one-shot structured pruning of OPT models (1.3B,
2.7B, and 6.7B). The speedup ratio denotes the inference time improvement of pruned models
over dense models. For all methods we take ten runs and report the mean and standard error.

Model Speedup MP MP+ ZipLM OSSCAR

OPT-1.3B

1.2x 84.29 (±0.03) 18.32 (±0.04) 14.59 (±0.03) 15.58 (±0.04)
1.3x 814.6 (±0.80) 26.24 (±0.21) 41.81 (±1.57) 16.78 (±0.09)
1.4x 5630 (±9.11) 322.1 (±15.4) 332.6 (±37.7) 18.73 (±0.17)
1.7x 6188 (±24.6) 847.5 (±74.7) 943.4 (±39.5) 22.02 (±0.25)
2.0x 6327 (±8.17) 2994 (±46.9) 1823 (±103) 28.60 (±0.42)
2.6x 8046 (±9.65) 4264 (±92.3) 2693 (±100) 46.29 (±0.78)
3.3x 9611 (±21.9) 5365 (±99.5) 5643 (±425) 84.49 (±1.97)

OPT-2.7B

1.2x 296.0 (±0.73) 19.62 (±0.10) 12.63 (±0.00) 13.85 (±0.04)
1.3x 4108 (±164) 27.94 (±0.30) 17.61 (±0.73) 14.88 (±0.08)
1.4x 11538 (±1386) 46.83 (±0.85) 189.3 (±37.4) 16.47 (±0.13)
1.7x 10179 (±87.7) 821.7 (±128) 712.8 (±103) 19.17 (±0.23)
2.0x 10345 (±21.5) 4298 (±213) 1711 (±195) 24.25 (±0.34)
2.4x 9363 (±17.3) 6944 (±167) 3660 (±331) 36.91 (±0.78)
3.0x 14822 (±40.7) 7329 (±111) 6567 (±599) 65.42 (±1.17)

OPT-6.7B

1.1x 226.3 (±0.04) 16.42 (±0.10)

OOM

12.26 (±0.04)
1.2x 3694 (±4.38) 24.89 (±0.41) 13.16 (±0.10)
1.5x 19913 (±142) 271.5 (±16.9) 14.48 (±0.17)
1.7x 17843 (±19.5) 1665 (±122) 16.56 (±0.30)
2.0x 16617 (±51.8) 5834 (±264) 20.31 (±0.43)
2.6x 18948 (±41.6) 7744 (±203) 29.55 (±0.17)
3.3x 20887 (±56.0) 8000 (±126) 49.70 (±1.41)

set {128, 256, 512, 1024, 2048, 4096} to assess its impact on the perplexity of pruned models. The results of applying
OSSCAR to prune OPT models ranging from 1.3B to 30B for a 2x speedup with these varied sample sizes N are shown in
Table 8. It is observed that for a 2x speedup, the performance improves by up to ∼ 3.5 perplexity units when increasing the
sample size N from 128 to 2048. Beyond this point, the performance plateaus, showing no significant change with further
increases in sample size.

As the number of samples increases, the total time required for applying OSSCAR to prune the model also rises. The pruning
process consists of two parts: constructing matrices H and G as defined in (3) for each layer, and solving the structured
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Table 6: Performance on zero-shot tasks (larger values indicate better performance) for
one-shot structured pruning of OPT-1.3B. The speedup ratio denotes the inference time
improvement of pruned models over dense models. For all methods we take ten runs and
report the mean.

Speedup Method Piqa Lambada Arc easy Arc challenge

1x Dense 71.70 53.30 56.99 23.46

1.3x

MP 55.44 0.0 32.45 23.46
MP+ 66.70 26.72 48.53 21.84
ZipLM 61.92 37.34 40.11 20.05
OSSCAR 71.22 45.88 56.44 23.72

1.7x

MP 51.25 0.0 25.80 20.14
MP+ 53.64 0.0 28.66 21.50
ZipLM 55.00 0.5 28.37 21.42
OSSCAR 68.23 31.98 51.81 23.12

Table 7: Performance on zero-shot tasks (larger values indicate better performance) for
one-shot structured pruning of OPT-2.7B. The speedup ratio denotes the inference time
improvement of pruned models over dense models. For all methods we take ten runs and
report the mean.

Speedup Method Piqa Lambada Arc easy Arc challenge

1x Dense 73.83 57.67 60.77 26.88

1.3x

MP 59.25 0.0 37.92 23.72
MP+ 67.74 26.14 49.28 24.23
ZipLM 52.03 50.71 27.31 20.99
OSSCAR 73.50 54.73 59.72 25.94

1.7x

MP 54.13 0.0 27.15 20.65
MP+ 55.77 0.27 31.14 19.03
ZipLM 52.50 0.55 25.97 21.50
OSSCAR 71.49 38.67 53.79 23.72

Table 8: Perplexity performance on Wikitext for applying one-shot structured pruning of OPT models (1.3B, 2.7B, 6.7B,
13B and 30B), with varying sizes of calibration data. All pruned models shown in this table have a 2x improvement in
inference time compared to dense models. For all models and calibration data sizes, we take ten runs and report the mean
and standard error.

Number of Samples OPT-1.3B OPT-2.7B OPT-6.7B OPT-13B OPT-30B

128 38.16 (±0.52) 29.49 (±0.53) 25.03 (±0.73) 22.59 (±0.59) 17.11 (±0.30)
256 37.29 (±0.53) 28.29 (±0.36) 23.92 (±0.21) 22.34 (±0.34) 16.45 (±0.17)
512 36.04 (±0.25) 27.91 (±0.25) 23.25 (±0.25) 22.27 (±0.35) 16.07 (±0.11)

1024 35.91 (±0.09) 27.73 (±0.34) 23.76 (±0.28) 21.79 (±0.29) 15.86 (±0.06)
2048 34.87 (±0.11) 27.09 (±0.12) 23.15 (±0.15) 21.34 (±0.10) 15.77 (±0.04)
4096 34.97 (±0.11) 27.38 (±0.30) 22.91 (±0.17) 20.95 (±0.17) OOM*

∗OOM denotes out of CPU memory here.

pruning problem using Algorithm 1. The time taken to construct matrices H and G grows linearly with the number of
samples. However, the time required to apply Algorithm 1 is largely unaffected by the number of samples. This is because
the dimensions of H and G (d1 and d2) do not depend on N ; hence, as per Proposition 4.2, the time complexity of the
algorithm remains the same. For instance, when pruning the OPT-13B model with N = 128 samples, constructing H and
G takes 20 minutes, and Algorithm 1 takes 25 minutes; for N = 2048 samples, constructing H and G takes 320 minutes,
while Algorithm 1 takes 28 minutes.
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Table 9: Test accuracy for applying OSSCAR to prune CNNs (ResNet20, MobileNetV1 and ResNet50), under different
choices of parameters t̂ = p̂. For all models and parameters, we take ten runs and report the mean and standard error.

Speedup t̂ = p̂
Models

ResNet20 MobileNetV1 ResNet50

1.4x

1 87.69 (±0.14) 68.89 (±0.09) 65.29 (±0.29)
2 87.70 (±0.16) 68.89 (±0.08) 65.32 (±0.27)
5 87.60 (±0.13) 68.88 (±0.10) 65.24 (±0.24)
10 87.51 (±0.11) 68.79 (±0.09) 65.23 (±0.23)

1.9-2.0x

1 81.34 (±0.50) 58.42 (±0.41) 38.56 (±0.64)
2 81.10 (±0.49) 58.39 (±0.36) 38.45 (±0.63)
5 80.89 (±0.42) 58.32 (±0.30) 38.44 (±0.64)
10 80.56 (±0.52) 58.20 (±0.41) 38.23 (±0.36)

Table 10: Perplexity performance on Wikitext for applying
OSSCAR to prune OPT models (1.3B, 2.7B and 6.7B), un-
der different choices of parameters t̂ = p̂. For all models
and parameters, we take ten runs and report the mean and
standard error.

Speedup t̂ = p̂
Models

OPT-1.3B OPT-2.7B OPT-6.7B

1.4x-1.5x

1 20.53 (±0.35) 17.23 (±0.19) 14.94 (±0.19)
5 20.54 (±0.38) 17.20 (±0.20) 14.93 (±0.20)

10 20.50 (±0.36) 17.23 (±0.20) 14.93 (±0.18)
50 20.60 (±0.39) 17.26 (±0.19) 14.84 (±0.20)
100 20.65 (±0.37) 17.28 (±0.20) 14.89 (±0.20)
500 20.65 (±0.37) 17.54 (±0.22) 15.29 (±0.21)

2.0x

1 38.04 (±0.59) 29.58 (±0.47) 24.92 (±0.79)
5 38.08 (±0.55) 29.64 (±0.50) 25.00 (±0.76)

10 38.16 (±0.52) 29.49 (±0.53) 25.02 (±0.73)
50 38.08 (±0.52) 29.63 (±0.52) 25.37 (±0.63)
100 38.03 (±0.51) 29.62 (±0.58) 25.43 (±0.63)
500 38.65 (±0.60) 30.04 (±0.70) 25.76 (±0.63)

Table 11: Pruning time for applying OSSCAR to prune OPT
models (1.3B, 2.7B and 6.7B), under different choices of
parameters t̂ = p̂. For all models and parameters, we take
ten runs and report the mean and standard error.

Speedup t̂ = p̂
Models

OPT-1.3B OPT-2.7B OPT-6.7B

1.4x-1.5x

1 376 (±8.0) 724 (±5.0) 2592 (±10)
5 244 (±21) 434 (±3.0) 1140 (±6.0)

10 201 (±6.0) 384 (±3.0) 974 (±4.0)
50 185 (±4.0) 353 (±5.0) 825 (±5.0)

100 185 (±3.0) 348 (±4.0) 805 (±6.0)
500 183 (±5.0) 347 (±6.0) 802 (±6.0)

2.0x

1 526 (±8.0) 1108 (±6.0) 4009 (±13)
5 256 (±9.0) 500 (±3.0) 1419 (±4.0)

10 218 (±6.0) 418 (±2.0) 1118 (±15)
50 189 (±4.0) 366 (±4.0) 848 (±2.0)

100 189 (±7.0) 361 (±2.0) 821 (±3.0)
500 189 (±3.0) 369 (±11) 798 (±3.0)

B.2.4. PERFORMANCE OF OSSCAR AFTER RETRAINING

In this work, we focus on one-shot pruning due to its significantly lower memory and computational demands. This enables
OSSCAR to scale to models with up to 30B parameters on a single GPU. In contrast, previous studies (Chen et al., 2023;
Benbaki et al., 2023) have shown that while gradual pruning/retraining can further improve model performance, it requires
substantial training time and appropriate parameter choices. For example, OSSCAR can prune a Resnet50 model in less than
10 minutes, whereas retraining can take several days.

Although OSSCAR is a one-shot pruning framework, the models it prunes can be efficiently retrained to achieve high
accuracy. To demonstrate this, we pruned Resnet20 models using OSSCAR and compared them with models pruned by MP,
CHIP, FPGM, Lasso, and ThiNet on the Cifar10 dataset. All models were retrained with a learning rate of 1e-4, momentum
of 0.9, weight decay of 5e-5, and for 10 epochs. The accuracy of the retrained models is shown in Table 12. While
fine-tuning narrows the performance gap between pruned models, OSSCAR still outperforms the others after retraining. This
is likely because OSSCAR achieves higher accuracy during the initial pruning stage, as illustrated in Section 5.1. Moreover,
this suggests that models pruned by other methods require more retraining epochs and parameter tuning to reach the same
performance as those pruned by OSSCAR. Therefore, if sufficient computational resources are available for retraining after
one-shot pruning, OSSCAR is the preferred choice because it requires fewer resources to retrain pruned models to achieve
high accuracy.

B.2.5. PERFORMANCE OF ALGORITHM 1 ACROSS VARIOUS PARAMETER SETTINGS

In this section, we explore how parameters t̂ and p̂ in (10) influence the performance of Algorithm 1.

We begin by setting t̂ = p̂ to assess the impact of t̂ on both the solution quality and the time complexity of the algorithm.
Specifically, we set ti = pi = t̂ for all iterations i ∈ [T ] and set the number of iterations T = p′/t̂ for Algorithm 1
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Table 12: Accuracy performance of retrained ResNet20 models on Cifar10, pruned using various structured pruning methods
to achieve different speedup ratios. Each model was retrained with a learning rate of 1e-4, momentum of 0.9, weight decay
of 5e-5, for 10 epochs. The speedup ratio denotes the inference time improvement of pruned models over dense models. For
all methods, we take ten runs and report the mean.

Speedup MP CHIP FPGM Lasso ThiNet OSSCAR

1.3x 89.42 87.64 88.55 89.76 89.66 89.59
1.4x 87.46 86.05 86.82 88.42 88.72 88.80
1.7x 85.53 83.37 85.28 86.99 86.83 87.12
2.0x 83.35 79.21 82.39 84.82 84.59 85.63
2.6x 78.60 73.93 77.50 79.34 79.44 80.46
3.5x 69.78 65.14 69.41 73.06 72.81 74.54

We detail in Table 9 the accuracy performance of OSSCAR for pruning CNNs with different t̂ values. For OPT models, we
display the perplexity performance and pruning time in Tables 10 and 11, respectively. Notably, when pruning attention
heads in OPT models, we consistently set t̂ = 2—in this context, Algorithm 1 typically converges in less than 50 iterations
regardless of parameter choice, and varying t̂ offers no advantage. Different t̂ values are considered when reducing the
intermediate dimension in fully connected layers.

We observe that smaller t̂ values yield marginally better performance, although the difference is not statistically significant.
This suggests that OSSCAR’s accuracy/perplexity performance exhibits low sensitivity to the choice of t̂. In contrast, the
pruning time can be significantly reduced (2-5x) when increasing t̂ from 1 to 100 in the pruning of OPT models. While
Proposition 4.2 suggests that the theoretical complexity of Algorithm 1 does not depend on t̂ when t̂ = p̂, we find that larger
t̂ values can expedite the algorithm in practice, due to benefits from vectorization. Consequently, for OPT models, practical
choices of k̂ = t̂ = 10 or 100 can offer an effective balance of performance and faster pruning times.

Next, we examine the impact of selecting a small p̂ on the performance of our algorithm. In Algorithm 1, the sum of pi
chosen in each iteration needs to be a fixed number. Thus, choosing for a small p̂ for all iterations leads to a substantially
larger number of iterations, potentially degrading performance. To address this, we consider the following two parameter
settings:

1. We set the number of iterations T = p′/t̂ and set ti = pi = t̂ for all iterations i ∈ [T ].

2. We set the number of iterations T = p′/t̂ + 30. For the first p′/t̂ iterations, we set ti = pi = t̂, and for the final 30
iterations, we set ti = t̂ and pi = 0.

The first setting aligns with the parameters used in all our previous experiments. In the second setting, we initially follow
the parameters of the first case, then switch to p̂ = 0 for the last 30 iterations to implement a local swapping strategy. This
involves exchanging elements within the set S with more impactful ones from outside S to achieve a set with a lower
objective value, as depicted in the right part of Figure 4. We refer to the first setting as ”nested local search” and the second
as ”non-nested local search”.

We assess the above two parameter settings in our ablation study. For ResNet20 and MobileNetV1, we set t̂ = 5, and for
ResNet50, t̂ = 10. In the case of OPT models, we use t̂ = 2 for pruning attention heads and t̂ = 100 for reducing the
intermediate dimension in fully connected layers. The accuracy results for pruning CNNs are presented in Table 13, and the
perplexity results for pruning OPT models are presented in Table 14.

We observe that OSSCAR with non-nested local search approach tends to yield better results in most scenarios, though the
improvements are not always statistically significant. This finding suggests that in Algorithm 1, we may use a small p̂ for
non-nested local search to further refine the quality of solutions at the expense of more pruning time.
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Table 13: Test accuracy for applying OSSCAR to prune
CNNs (ResNet20, MobileNetV1 and ResNet50), with
nested/non-nested local search. For all models and param-
eters, we take ten runs and report the mean and standard
error.

Model Speedup
OSSCAR

with nested local search
OSSCAR

with non-nested local search

ResNet20

1.3x 89.28 (±0.14) 89.20 (±0.10)
1.4x 87.60 (±0.13) 87.55 (±0.21)
1.7x 84.98 (±0.22) 84.81 (±0.19)
2.0x 80.89 (±0.42) 81.05 (±0.48)
2.6x 72.06 (±0.95) 72.09 (±0.81)
3.5x 60.03 (±1.30) 60.97 (±0.96)

MobileNetV1

1.3x 70.66 (±0.08) 70.68 (±0.08)
1.4x 68.88 (±0.10) 68.89 (±0.10)
1.5x 66.36 (±0.16) 66.40 (±0.09)
1.7x 62.98 (±0.22) 63.05 (±0.25)
1.9x 58.32 (±0.30) 58.48 (±0.39)
2.2x 52.03 (±0.53) 52.06 (±0.52)

ResNet50

1.2x 74.34 (±0.09) 74.37 (±0.06)
1.3x 69.18 (±0.15) 69.20 (±0.20)
1.4x 65.23 (±0.23) 65.21 (±0.24)
1.6x 58.95 (±0.31) 59.05 (±0.44)
1.7x 50.07 (±0.38) 50.10 (±0.59)
1.9x 38.23 (±0.36) 38.25 (±0.52)

Table 14: Perplexity performance on Wikitext for applying
OSSCAR to prune OPT models (1.3B, 2.7B and 6.7B), with
nested/non-nested local search. For all models and param-
eters, we take ten runs and report the mean and standard
error.

Model Speedup
OSSCAR

with nested local search
OSSCAR

with non-nested local search

OPT-1.3B

1.2x 15.50 (±0.09) 15.38 (±0.06)
1.3x 17.40 (± 0.11) 17.30 (±0.10)
1.4x 20.76 (±0.20) 20.62 (±0.18)
1.7x 26.83 (±0.32) 26.55 (±0.35)
2.0x 39.96 (±0.65) 39.38 (±0.60)
2.6x 76.51 (±1.97) 73.66 (±1.86)
3.3x 160.9 (±6.12) 156.7 (±4.57)

OPT-2.7B

1.2x 13.30 (±0.08) 13.17 (±0.07)
1.3x 15.17 (±0.13) 15.05 (±0.13)
1.4x 17.43 (±0.14) 17.33 (±0.16)
1.7x 21.88 (±0.25) 21.68 (±0.26)
2.0x 30.58 (±0.33) 30.24 (±0.33)
2.4x 54.90 (±1.04) 53.11 (±0.82)
3.0x 107.0 (±2.35) 105.3 (±2.77)

OPT-6.7B

1.1x 11.55 (±0.03) 11.36 (±0.03)
1.2x 12.98 (±0.08) 12.79 (±0.08)
1.5x 15.00 (±0.10) 14.94 (±0.13)
1.7x 18.97 (±0.23) 18.92 (±0.22)
2.0x 26.01 (±0.36) 26.05 (±0.36)
2.6x 47.55 (±0.72) 46.63 (±0.76)
3.3x 106.9 (±3.88) 100.8 (±3.01)
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