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Abstract
Permutation symmetries of deep networks make
basic operations like model merging and similar-
ity estimation challenging. In many cases, align-
ing the weights of the networks, i.e., finding opti-
mal permutations between their weights, is neces-
sary. Unfortunately, weight alignment is an NP-
hard problem. Prior research has mainly focused
on solving relaxed versions of the alignment prob-
lem, leading to either time-consuming methods
or sub-optimal solutions. To accelerate the align-
ment process and improve its quality, we propose
a novel framework aimed at learning to solve the
weight alignment problem, which we name DEEP-
ALIGN. To that end, we first prove that weight
alignment adheres to two fundamental symme-
tries and then, propose a deep architecture that re-
spects these symmetries. Notably, our framework
does not require any labeled data. We provide
a theoretical analysis of our approach and eval-
uate DEEP-ALIGN on several types of network
architectures and learning setups. Our experimen-
tal results indicate that a feed-forward pass with
DEEP-ALIGN produces better or equivalent align-
ments compared to those produced by current
optimization algorithms. Additionally, our align-
ments can be used as an effective initialization
for other methods, leading to improved solutions
with a significant speedup in convergence.

1. Introduction
The space of deep network weights has a complex struc-
ture since networks maintain their function under certain
permutations of their weights. This fact makes it hard to
perform simple operations over deep networks, such as
averaging their weights or estimating similarity. It is there-
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fore highly desirable to “align” networks - find optimal
permutations between the weight matrices of two networks.
Weight Alignment is critical to many tasks that involve
weight spaces. One key application is model merging and
editing (Ainsworth et al., 2022; Wortsman et al., 2022; Sto-
ica et al., 2023; Ilharco et al., 2022), in which the weights
of two or more models are (linearly) combined into a single
model to improve their performance or enhance their capa-
bilities. Weight alignment algorithms are also vital to the
study of the loss landscape of deep networks (Entezari et al.,
2022), a recent research direction that has gained increasing
attention. Moreover, weight alignment induces an invariant
distance function on the weight space that can be used for
clustering and visualization.

Since weight alignment is NP-hard (Ainsworth et al., 2022),
current approaches rely primarily on local optimization of
the alignment objective which is time-consuming and may
lead to suboptimal solutions. Therefore, identifying meth-
ods with faster run time and improved alignment quality
is an important research objective. A successful imple-
mentation of such methods would allow practitioners to
perform weight alignment in real time which is crucail for
several applications. One example of such an application
is federated learning setups where weight alignment can
improve convergence speed and model quality when models
are aligned before weight averaging is performed at each
global step (Wang et al., 2020a). Additionally, the ability to
align models in real-time is crucial for any task requiring the
computation of multiple alignments in a reasonable time,
including continual learning setups, weight space mixup
(Shamsian et al., 2023), or clustering weight space data.

Following a large body of works that suggested learning to
solve combinatorial optimization problems using deep learn-
ing architectures (Khalil et al., 2017; Bengio et al., 2021;
Cappart et al., 2021), we propose the first learning-based
approach to weight alignment, called DEEP-ALIGN. DEEP-
ALIGN is a neural network with a specialized architecture
that is trained to predict high-quality weight alignments
for a given distribution of models. A major benefit of our
approach is that after a model has been trained, predicting
the alignment between two networks amounts to a simple
feed-forward pass through the network followed by an effi-
cient projection step, as opposed to solving an optimization
problem in other methods.
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This paper presents a principled approach to designing a
deep architecture for the weight alignment problem. We first
formulate the weight-alignment problem and prove it ad-
heres to a specific equivariance structure. We then propose
a neural architecture that respects this structure, based on
newly suggested equivariant architectures for deep-weight
spaces (Navon et al., 2023) called Deep Weight Space Net-
works (DWSNets). The architecture is based on a Siamese
application of DWSNets to a pair of input networks, map-
ping the outputs to a lower dimensional space we call activa-
tion space, and then using a generalized outer product layer
to generate candidates for optimal permutations. Most
importantly, and similarly to other equivariant architectures
(Zaheer et al., 2017; Kondor & Trivedi, 2018; Cohen et al.,
2021), our equivariant design facilitates efficient learning
and inference. Specifically, (1) the feedforward computa-
tion relies only on simple, efficient blocks (Navon et al.,
2023), (2) The inclusion of a parameter sharing scheme in
each layer reduces the overall number of parameters, and
(3) accounting for symmetries reduces the training set size
needed for learning (Figure 4). We demonstrate this effi-
ciency by learning to align 10M+ parameter networks with
DEEP-ALIGN using small datasets.

Theoretically, we prove that our architecture can approxi-
mate the Activation Matching algorithm (Tatro et al., 2020;
Ainsworth et al., 2022), which computes the activations of
the two networks on some pre-defined input data and aligns
their weights by solving a sequence of linear assignment
problems. This theoretical analysis suggests that DEEP-
ALIGN can be seen as a learnable generalization of this
algorithm. Furthermore, we prove that DEEP-ALIGN has a
valuable theoretical property called Exactness, which guar-
antees that it always outputs the correct alignment when
there is a solution with zero objective.

Obtaining labeled training data is one of the greatest chal-
lenges when learning to solve combinatorial optimization
problems. To address this challenge, we generate labeled
examples on the fly by applying random permutations and
noise to the unlabeled data. We then train our network by
combining a supervised loss on these synthetically gener-
ated labeled examples and an unsupervised loss on arbitrary
pairs of samples. Crucially, both losses do not rely on any
externally labeled data.

Our experimental results indicate that DEEP-ALIGN pro-
duces better or comparable alignments relative to those
produced by slower optimization-based algorithms, when
applied to both MLPs and CNNs. Furthermore, we show
that our alignments can be used as an initialization for other
methods that result in even better alignments, as well as sig-
nificant speedups in their convergence. Lastly, we show that
our trained networks produce meaningful alignments even
when applied to out-of-distribution weight space data. In

particular, this is demonstrated by showing the effectiveness
of our method in a federated learning setup.

1.1. Previous work

Several algorithms have been proposed for weight-
alignment (Tatro et al., 2020; Ainsworth et al., 2022; Peña
et al., 2023; Akash et al., 2022). Ainsworth et al. (2022)
presented three algorithms: Activation Matching, Weight
Matching, and straight-through estimation. Peña et al.
(2023) improved upon these algorithms by incorporating
a Sinkhorn-based projection method. In part, these works
were motivated by studying the loss landscapes of deep neu-
ral networks. It was conjectured that deep networks exhibit
a property called linear mode connectivity: for any two
trained weight vectors (i.e., a concatenation of all the param-
eters of neural architecture), a linear interpolation between
the first vector and the optimal alignment of the second,
yields very small increases in the loss (Entezari et al., 2022;
Garipov et al., 2018; Draxler et al., 2018; Freeman & Bruna,
2016; Tatro et al., 2020). Another relevant research direc-
tion is the growing area of research that focuses on applying
neural networks to neural network weights. Early meth-
ods proposed using simple architectures (Unterthiner et al.,
2020; Andreis et al., 2023; Eilertsen et al., 2020). Several
recent papers exploit the symmetry structure of the weight
space in their architectures (Navon et al., 2023; Zhou et al.,
2023a;b; Zhang et al., 2023; Lim et al., 2023). A compre-
hensive survey of relevant previous work can be found in
Appendix A.

2. Preliminaries
Equivariance Let G be a group acting on V and W . We say
that a function L : V → W is equivariant if L(gv) = gL(v)
for all v ∈ V, g ∈ G.

MultiLayer Perceptrons and weight spaces. The follow-
ing definition follow the notation in (Navon et al., 2023). An
M -layer MultiLayer Perceptron (MLP) fv is a parametric
function of the following form:

fv(x) = xM , xm+1 = σ(Wm+1xm + bm+1), x0 = x
(1)

Here, xm ∈ Rdm , Wm ∈ Rdm×dm−1 , bm ∈ Rdm , and
σ is a pointwise activation function. Denote by v =
[Wm, bm]m∈[M ] the concatenation of all (vectorized) weight
matrices and bias vectors. We define the weight-space of
an M -layer MLP as: V =

⊕M
m=1 (Wm ⊕ Bm), where

Wm := Rdm×dm−1 Bm = Rdm and
⊕

denotes the
direct sum (concatenation) of vector spaces. A vector
in this space represents all the learnable parameters on
an MLP. We define the activation space of an MLP as
A =

⊕M
m=1 Rdm :=

⊕M
m=1 Am. The activation space,

as its name implies, represents the concatenation of network
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Figure 1. The equivariance structure of the alignment problem. The function G takes as input two weight space vectors v, v′ and
outputs a sequence of permutation matrices that aligns them denoted G(v, v′). In case we reorder the input using (g, g′) where
g = (P1, P2), g

′ = (P ′
1, P

′
2), the optimal alignment undergoes a transformation, namely G(g#v, g′#v′) = g · G(v, v′) · g′T .

activations at all layers. i.e., Am is the space in which xm
resides.

Symmetries of weight spaces. The permutation symme-
tries of the weight space are a result of the equivariance of
pointwise activations: for every permutation matrix P we
have that Pσ(x) = σ(Px). Thus for example, a shallow
network defined by weight matrices W1,W2 will represent
the same function as the network defined by PW1,W2P

T ,
since the permutations cancel each other. The same idea can
be used to identify permutation symmetries of general MLPs
of depthM . In this case, the weight space’s symmetry group
is the direct product of symmetric groups for each intermedi-
ate dimension m ∈ [1,M − 1] namely, Sd1

× · · · × SdM−1
.

For clarity, we formally define the symmetry group as a
product of matrix groups: G = Πd1 × · · · ×ΠdM−1

, where
Πd is the group of d× d permutation matrices (which is iso-
morphic to Sd). For v ∈ V , v = [Wm, bm]m∈[M ], a group
element g = (P1, . . . , PM−1) acts on v via a group action
v′ = g#(v), where v′ = [W ′

m, b
′
m]m∈[M ] is defined by:

W ′
1 = P1W1,W

′
M =WMP

T
M−1, and

W ′
m = PmWmP

T
m−1,∀m ∈ [2,M − 1]

b′1 = P1b1, bM ′ = bM , and
b′m = Pmbm,∀m ∈ [2,M − 1].

By construction, v and v′ = g#(v) define the same func-
tion fv = fv′ . The group product g · g′ and group in-
verse g−1 = gT are naturally defined as the element-
wise matrix product and transpose operations g · g′ =
(P1P

′
1, . . . , PMP

′
M ), gT = (PT

1 , . . . , P
T
m). Note that the

elementwise product and transpose operations are well de-
fined even if the Pm and P ′

m matrices are not permutations.

DWSNets. In this paper, we use DWSNets (Navon et al.,
2023) as weight space encoders in DEEP-ALIGN. This ar-
chitecture is denoted by F : V → V and is of the following
form:

F = Lk ◦ σ ◦ Lk−1 ◦ σ · · · ◦ σ ◦ L1,

where Li are linear G-equivariant layers employing specific
parameter sharing schemes (Ravanbakhsh et al., 2017) for
processing weight spaces, and σ : R → R is a nonlinear
function applied elementwise. This is similar to the design
of many previous equivariant architectures (Zaheer et al.,
2017; Hartford et al., 2018; Maron et al., 2018; 2020; Wang
et al., 2020b). Each such layer L : V → V takes as input rep-
resentations of all the weights and biases which we denote
as v ∈ V , v = [Wm, bm]m∈[M ] and outputs new represen-
tations based on all the input weights and biases. We note
that any other G-equivariant weight space network (Zhou
et al., 2023b; Zhang et al., 2023; Zhou et al., 2023a; Lim
et al., 2023) can be used seamlessly instead of DWSNets.

3. The weight alignment problem and its
symmetries

The weight alignment problem. Given an MLP architec-
ture as in equation 1 and two weight-space vectors v, v′ ∈ V ,
where v = [Wm, bm]m∈[M ], v

′ = [W ′
m, b

′
m]m∈[M ], the

weight alignment problem is defined as the following opti-
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Figure 2. Our architecture is a composition of four blocks: The first block, FDWS generates weight space embedding for both inputs. The
second block FV→A maps these to the activation spaces. The third block, FProd, generates square matrices by applying an outer product
between the activation vector of one network to the activation vectors of the other network. Lastly, the fourth block, FProj projects these
square matrices on the (convex hull of) permutation matrices.

mization problem:

G(v, v′) = argmink∈G∥v − k#v
′∥22 (2)

In other words, the problem seeks a sequence of permuta-
tions k = (P1, . . . , PM−1) that will make v′ as close as
possible to v. The optimization problem in equation 2 al-
ways admits a minimizer since G is finite. For some (v, v′)
it may have several minimizers, in which case G(v, v′) is a
set of elements. To simplify our discussion we will some-
times consider the domain of G to be only the set V2

unique
of pairs (v, v′) for which a unique minimizer exists. On
this domain we can consider G as a function to the unique
minimizer in G, that is G : V2

unique → G.

Our goal in this paper is to devise an architecture that can
learn the function G. As a guiding principle for devising this
architecture, we would like this architecture to be equivari-
ant to the symmetries of G. We describe these symmetries
next.

The symmetries of G. One important property of the func-
tion G is that it is equivariant to the action of the group
H = G×G which consists of two independent copies of
the permutation symmetry group for the MLP architecture
we consider. Here, the action h = (g, g′) ∈ H on the
input space V × V is simply (v, v′) 7→ (g#v, g

′
#v

′), and
the action of h = (g, g′) ∈ H on an element k ∈ G in
the output space is given by g · k · g′T . This equivariance
property is summarized and proved in the proposition below
and visualized using the commutative diagram in Figure
1: applying G and then (g, g′) results in exactly the same
output as applying (g, g′) and then G.

Proposition 3.1. The map G is H-equivariant, namely, for
all (v, v′) ∈ V2

unique and (g, g′) ∈ H ,

G(g#v, g′#v′) = g · G(v, v′) · g′T

The function G exhibits another interesting property: swap-
ping the order of the inputs v, v′ corresponds to inverting
the optimal alignment G(v, v′) :
Proposition 3.2. Let (v, v′) ∈ V2

unique then G(v′, v) =

G(v, v′)T .

Extension to multiple minimizers. For simplicity the
above discussion focused on the case where (v, v′) ∈ V2

unique.
We can also state analogous claims for the general case
where multiple minimizers are possible. In this case we
will have that the equalities g · G(v, v′) · g′T = G(gv, g′v′)
and G(v, v′)T = G(v′, v) still hold as equalities between
subsets of G.

Extension to other optimization objectives. In Ap-
pendix B we show that the equivariant structure of the func-
tion G occurs not only for the objective in equation 2, but
also when the objective ∥v − k#v

′∥22 is replaced with any
scalar function E(v, k#v

′) that satisfies the following prop-
erties: (1) E is invariant to the action of G on both inputs;
and (2) E is invariant to swapping its arguments.

4. DEEP-ALIGN

4.1. Architecture

Here, we define a neural network architecture F =
F (v, v′; θ) for learning the weight-alignment problem.
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(a) CIFAR10 MLPs. (b) CIFAR10 CNNs. (c) CIFAR10 VGG11.

Figure 3. Merging image classifiers: the plots illustrate the values of the loss function used for training the input networks when evaluated
on a line segment connecting v and g#v′, where g is the output of each method. Values are averaged over all test images and networks
and 3 random seeds.

The output of F will be a sequence of square matrices
(P1, . . . , PM−1) that represents a (sometimes approximate)
group element in G. In order to provide an effective induc-
tive bias, we will ensure that our architecture meets both
properties: 3.1,3.2, namely F (g#v, g′#v

′) = g · F (v, v′) ·
g′

T and F (v, v′) = F (v′, v)T .

The architecture we propose is composed of four functions:

F = Fproj◦Fprod◦FV→A◦FDWS : V×V ′ →
M−1⊕
m=1

Rdm×dm ,

where the equivariance properties we require are guaranteed
by constructing each of the four functions composing F
to be equivariant with respect to an appropriate action of
H = G×G and the transposition action (v, v′) 7→ (v′, v).
In general terms, we choose FDWS to be a siamese weight
space encoder, FV→A is a siamese function that maps the
weight space to the activation space, Fprod is a function that
performs (generalized) outer products between correspond-
ing activation spaces in both networks and Fproj performs
a projection of the resulting square matrices on the set of
doubly stochastic matrices (the convex hull of permutation
matrices). The architecture is illustrated in Figure 2. We
now describe our architecture in more detail.

Weight space encoder . FDWS : V × V ′ → Vd × V ′d,
where d represents the number of feature channels, is im-
plemented as a Siamese DWSNet (Navon et al., 2023).
This function outputs two weight-space embeddings in
Vd, namely, FDWS(v, v

′) = (E(v), E(v′)), for a DWS
network E . The Siamese structure of the network guar-
antees equivariance to transposition. This is because the
same encoder is used for both inputs, regardless of their
input order. The G-equivariance of DWSNet, on the other
hand, implies equivariance to the action of G ×G, that is
(E(g#v), E(g′#v′)) = (g#E(v), g′#E(v′)).

Mapping the weight space to the activation space. The
function FV→A : Vd × V ′d → Ad ×A′d maps the weight
spaces Vd,V ′d to the corresponding Activation Spaces (see

preliminaries section). There are several ways to implement
FV→A. As the bias space, B =

⊕M
m=1 Bm, and the acti-

vation space have a natural correspondence between them,
perhaps the simplest way, which we use in this paper, is to
map a weight space vector v = (w, b) ∈ Vd to its bias com-
ponent b ∈ Bd. We emphasize that the bias representation
is extracted from the previously mentioned weight space
encoder, and in that case, it depends on and represents both
the weights and the biases of the input. This operation is
again equivariant to transposition and the action of G×G,
where the action of G × G on the input space is the more
complicated action (by (g#, g

′
#)) on V × V and the action

on the output space is the simpler action of G ×G on the
activation spaces.

Generalized outer product. Fprod : Ad × A′d →⊕M
m=1 Rdm×dm is a function that takes the activation space

features and performs a generalized outer product operation
as defined below:

Fprod(a, a
′)m,i,j = ϕ([am,i, a

′
m,j ])

where the subscripts m, i, j represent the (i, j)-th entry of
the m-th matrix, and am,i, a

′
m,j ∈ Rd are the rows of a, a′.

Here, the function ϕ is a general (parametric or nonparamet-
ric) symmetric function in the sense that ϕ(a, b) = ϕ(b, a).
In this paper, we use ϕ(a, b) = s2⟨a/∥a∥2, b/∥b∥2⟩ where s
is a trainable scalar scaling factor. The equivariance with re-
spect to the action of G×G and transposition is guaranteed
by the fact that ϕ is applied elementwise, and is symmetric,
respectively.

Projection layer. The output of Fprod is a sequence of
matrices Q1, . . . , QM−1 which in general will not be per-
mutation matrices. To bring the outputs closer to permuta-
tion matrices, Fproj implements a approximate projection
onto the convex hull of the permutation matrices, i.e., the
space of doubly stochastic matrices. In this paper, we use
two different projection operations, depending on whether
the network is in training or inference mode. At training
time, to ensure differentiability, we implement Fproj as
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Table 1. CNN image classifiers: Results on aligning CIFAR10 and STL10 CNN image classifiers.

CNN (CIFAR10) CNN (STL10) VGG11 (CIFAR10) VGG16 (CIFAR10)

Barrier ↓ AUC ↓ Barrier ↓ AUC ↓ Barrier ↓ AUC ↓ Barrier ↓ AUC ↓
Naive 1.12± 0.01 0.52± 0.00 1.00± 0.00 0.65± 0.00 1.27± 0.04 0.73± 0.02 1.13± 0.04 0.77± 0.03

Weight Matching 0.66± 0.02 0.17± 0.01 0.85± 0.00 0.45± 0.00 1.56± 0.01 0.75± 0.00 2.07± 0.10 1.31± 0.07
Activation Matching 0.23± 0.01 0.00± 0.00 0.47± 0.00 0.25± 0.00 0.57± 0.01 0.20± 0.00 2.33± 0.04 1.12± 0.02
Sinkhorn 0.31± 0.01 0.00± 0.00 0.36± 0.00 0.16± 0.00 0.36± 0.00 0.04± 0.00 0.92± 0.05 0.21± 0.02
WM + Sinkhorn 0.24± 0.00 0.00± 0.00 0.31± 0.00 0.14± 0.00 0.31± 0.02 0.02± 0.01 0.87± 0.03 0.20± 0.00

DEEP-ALIGN 0.23± 0.01 0.00± 0.00 0.38± 0.01 0.18± 0.00 0.29± 0.00 0.05± 0.00 0.67± 0.01 0.26± 0.01
DEEP-ALIGN + Sinkhorn 0.08± 0.00 0.00± 0.00 0.23± 0.00 0.09± 0.00 0.09± 0.01 0.00± 0.00 0.31± 0.01 0.01± 0.01

an approximation of a matrix-wise projection Qm to the
space of doubly stochastic matrices using several iterations
of the well-known Sinkhorn projection (Mena et al., 2018;
Sinkhorn, 1967). Since the set of doubly stochastic matrices
is closed under the action of G×G on the output space, and
under matrix transposition, and since the Sinkhorn iterations
are composed of elementwise, row-wise, or column-wise
operations, we see that this operation is equivariant as well.
At inference time, we obtain permutation matrices from Qi

by finding the permutation matrix Pi which has the highest
correlation with Qi, that is Pi = argmaxP∈Sdi

⟨Qi, P ⟩,
where the inner product is the standard Frobenious inner
product. This optimization problem, known as the linear
assignment problem, can be solved using the Hungarian
algorithm.

As we carefully designed the components of F so that they
are all equivariant to transposition and the action of G×G,
we obtain the following proposition:

Proposition 4.1. The architecture F satisfies the condi-
tions specified in 3.1,3.2, namely for all (v, v′) ∈ V × V
and (g, g′) ∈ H we have: F (g#v, g′#v

′) = g · F (v, v′) ·
g′T and F (v, v′) = F (v′, v)T .

4.2. Data generation and Loss functions

Generating labeled data for the weight-alignment problem
is hard due to the intractability of the problem. Therefore,
we propose a combination of both unsupervised and super-
vised loss functions where we generate labeled examples
synthetically from unlabeled examples, as specified below.

Data generation. Our initial training data consists of a
finite set of weight space vectors D ⊂ V . From that set, we
generate two datasets consisting of pairs of weights for the
alignment problem. First, we generate a labeled training set,
Dlabeled = {(vj , v′j , tj)}Nlabeled

j=1 for tj = (T j
1 , . . . , T

j
M−1) ∈

G. This is done by sampling vj ∈ D and defining v′j

as a permuted and noisy version of vj . More formally,
we sample a sequence of permutations t ∈ G and define
v′j = t#faug(v

j), where faug applies several weight-space
augmentations, like adding binary and Gaussian noise, scal-
ing augmentations for ReLU networks, etc. We then set the

label of this pair to be t. In addition, we define an unlabeled
dataset Dunlabeled = {(vj , v′j)}Nunlabeled

j=1 where vj , v′j ∈ V .

Loss functions. The datasets above are used for training
our architecture using the following loss functions. The
labeled training examples in Dlabeled are used by applying
a cross-entropy loss for each row i = 1, . . . , dm in each
output matrix m = 1, . . . ,M − 1. This loss is denoted
as ℓsupervised(F (v, v

′; θ), t). The unlabeled training exam-
ples are used in combination with two unsupervised loss
functions. The first loss function aims to minimize the align-
ment loss in equation 2 directly by using the network output
F (v, v′; θ) as the permutation sequence. This loss is de-
noted as ℓalignment(v, v

′, θ) = ∥v − F (v, v′; θ)#v
′∥22. The

second unsupervised loss function aims to minimize the
original loss function used to train the input networks on a
line segment connecting the weights v and the transformed
version of v′ using the network output F (v, v′; θ) as the
permutation sequence. Concretely, let L denote the original
loss function used to train the weight vectors v, v′, the loss is
defined as ℓLMC(v, v

′, θ) = L(λv + (1− λ)F (v, v′; θ)#v
′)

for λ sampled uniformly λ ∼ U(0, 1)1. This loss is similar
to the STE method in (Ainsworth et al., 2022) and the dif-
ferentiable version in (Peña et al., 2023). Our final goal is to
minimize the parameters of F with respect to a linear (posi-
tive) combination of ℓalignment, ℓLMC and ℓsupervised applied to
the appropriate datasets described above.

5. Theoretical analysis
Relation to the activation matching algorithm. In this
subsection, we prove that our proposed architecture can sim-
ulate the activation matching algorithm, a heuristic for solv-
ing the weight alignment problem suggested in (Ainsworth
et al., 2022). In a nutshell, this algorithm works by eval-
uating two neural networks on a set of inputs and finding
permutations that align their activations by solving a linear
assignment problem using the outer product matrix of the ac-
tivations as a cost matrix for every layer m = 1, . . . ,M − 1.

Proposition 5.1. (DEEP-ALIGN can simulate activation

1This loss function satisfies the properties as described in Sec-
tion 3 when taking expectation over λ.

6



Equivariant Deep Weight Space Alignment

Figure 4. Sample size: The test barrier for aligning CIFAR10
CNN classifiers with a varying number of training examples.

Figure 5. Runtime comparison: DEEP-ALIGN is significantly
more efficient at inference compared baseline methods.

matching) For any compact set K ⊂ V and x1, . . . , xN ∈
Rd0 , there exists an instance of our architecture F and
weights θ such that for any v, v′ ∈ K for which the activa-
tion matching algorithm has a single optimal solution g ∈ G
and another minor assumption specified in the appendix,
F (v, v′; θ) returns g.

This result offers an interesting interpretation of our archi-
tecture: the architecture can simulate activation matching
while optimizing the input vectors x1, . . . , xN as a part of
their weights θ.

Exactness. We now discuss the exactness of our algorithms.
An alignment algorithm is said to be exact on some input
(v, v′) if it can be proven to successfully return the correct
minimizer G(v, v′). For NP-hard alignment problems such
as weight alignment, exactness can typically be obtained
when restricting it to ‘tame’ inputs (v, v′). Examples of
exactness results in the alignment literature can be found
in (Aflalo et al., 2015; Dym & Lipman, 2017; Dym, 2018).
The following proposition shows that (up to probability zero
events) when v, v′ are exactly related by some g ∈ G, our
algorithm will retrieve g exactly:

Proposition 5.2 (DEEP-ALIGN is exact for perfect align-
ments). Let F denote the DEEP-ALIGN architecture with
non-constant analytic activations and d ≥ 2 channels. Then,
for Lebesgue almost every v ∈ V and parameter vector θ,
and for every g ∈ G, we have that F (v, g#v, θ) = g.

6. Experiments
In this section, we evaluate DEEP-ALIGN on the task of
aligning and merging neural networks. To support future
research and the reproducibility of our results, we made
our source code and datasets publicly available at: https:
//github.com/AvivNavon/deep-align.

Evaluation metrics. We use the standard evaluation metrics
for measuring model merging (Ainsworth et al., 2022; Peña
et al., 2023): Barrier and Area Under the Curve (AUC). For
two inputs v, v′ the Barrier is defined by maxλ∈[0,1] ψ(λ) ≡
L(λv+(1−λ)v′)−(λL(v)+(1−λ)L(v′)) where L denote
the loss function on the original task. Similarly, the AUC is
defined as the integral of ψ over [0, 1]. Lower is better for
both metrics. Following previous works (Ainsworth et al.,
2022; Peña et al., 2023), we bound both metrics by taking
the maximum between their value and zero.

Compared methods. We compare the following ap-
proaches: (1) Naive: where two models are merged by
averaging the models’ weights without alignment. The (2)
Weight matching and (3) Activation matching approaches
proposed in (Ainsworth et al., 2022). (4) Sinkhorn (Peña
et al., 2023): This approach directly optimizes the permuta-
tion matrices using the task loss on the line segment between
the aligned models (denoted CRnd in (Peña et al., 2023)).
(5) WM + Sinkhorn: using the weight matching solution
to initialize the Sinkhorn method. (6) DEEP-ALIGN: Our
proposed method described in Section 4. (7) DEEP-ALIGN
+ Sinkhorn: Here, the output from the DEEP-ALIGN is used
as an initialization for the Sinkhorn method.

Experimental details. Our method is first trained on a
dataset of weight vectors and then applied to unseen weight
vectors at test time, as is standard in learning setups. In con-
trast, baseline methods are directly optimized using the test
networks. For the Sinkhorn and DEEP-ALIGN + Sinkhorn
methods, we optimize the permutations for 1000 iterations.
For the Activation Matching method, we calculate the acti-
vations using the entire train dataset. We repeat all experi-
ments using 3 random seeds and report each metric’s mean
and standard deviation. For full experimental details see
Appendix E.
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(a) Sine Wave INRs. (b) CIFAR10 INRs.

Figure 6. Aligning INRs: The test barrier vs. the number of Sinkhorn iterations ( relevant only for Sinkhorn or DEEP-ALIGN + Sinkhorn),
using (a) sine wave and (b) CIFAR10 INRs. DEEP-ALIGN outperforms baseline methods or achieves on-par results.

6.1. Results

Aligning classifiers. Here, we evaluate our method on
the task of aligning image classifiers. We use six network
datasets. Two datasets consist of MLP classifiers for MNIST
and CIFAR10, and four datasets consist of CNN classifiers
trained using CIFAR10 and STL10. This collection forms
a diverse benchmark for aligning NN classifiers. The re-
sults are presented in Figure 3, Table 1 and Table 5. The
alignment produced through a feed-forward pass with DEEP-
ALIGN performs on par or outperforms all baseline meth-
ods. Initializing the Sinkhorn algorithm with our alignment
(DEEP-ALIGN + Sinkhorn) further improves the results,
and significantly outperforms all other methods. For the
CNN alignment experiments, we report the averaged align-
ment time using 1K random pairs (Figure 5), and show that
DEEP-ALIGN is significantly more efficient compared to
all baselines when aligning large networks. Importantly,
we fix the number of training examples for all convolution
network architectures (CNN, VGG11, and VGG16). Our
results demonstrate that DEEP-ALIGN scales well to large
networks without the need to increase the dataset size. Fur-
thermore, in Figure 4 we provide barrier results for training
our method with a varying number of training networks.
DEEP-ALIGN produces alignments with on-par quality to
the Sinkhorn method, with only ∼ 100 training samples.

Aligning INRs. We use two datasets consisting of implicit
neural representations (INRs). The first consists of Sine
waves INRs of the form f(x) = sin(ax) on [−π, π], where
a ∼ U(0.5, 10), similarly to the data used in (Navon et al.,
2023). We fit two views (independently trained weight
vectors) for each value of a starting from different random
initializations. The task is to align and merge the two INRs.

We train our network to align pairs of corresponding views.

The second dataset consists of INRs fitted to CIFAR10 im-
ages. We fit five views per image. The results are presented
in Figure 6. DEEP-ALIGN, performs on par or outperforms
all baseline methods. Moreover, using the output from the
DEEP-ALIGN to initialize the Sinkhorn algorithm further
improves this result, with a large improvement over the
Sinkhorn baseline with random initialization.

Aligning networks for Federated Learning. DEEP-
ALIGN allows to perform multiple alignments efficiently at
inference. Federated learning (FL, McMahan et al. (2017))
is one setup in which the need for numerous alignments
arises. In FL, the goal is to construct a unified model from
multiple networks trained on separate and distinct datasets.
One of the most frequently used approach for FL is Fe-
dAvg (McMahan et al., 2017), where the local models are
averaged in weight space to form a joint global model. Here,
we evaluate a version of FedAvg in which we align the local
models before averaging them. This approach was shown
beneficial in recent works (Wang et al., 2020a). We use the
CIFAR10 and STL10 datasets with varying federation sizes
(number of clients). To simulate a realistic scenario, we
employ a pretrained DEEP-ALIGN network trained using
an OOD dataset, e.g., we train DEEP-ALIGN on STL10
for the CIFAR10 experiment and vice versa. Importantly,
Sinkhorn and activation matching methods are inapplica-
ble in this setup since no data is available on the server on
which the model averaging is performed. Moreover, even if
some data is available, the runtime of these methods makes
them impractical for the FL setup (Figure 5). However, the
Sinkhorn-L2 method with L2-loss on the relaxed alignment
objective of Eq. 2, can be applied in this setup. The results
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Table 2. Federated learning using the CIFAR10 and STL10 dataset, with a varying number of clients.

CIFAR10 STL10

50 100 200 10 25 50

Naive (FedAvg) 67.87± 2.71 63.15± 2.08 59.92± 1.66 46.82± 2.84 47.08± 0.51 43.51± 1.82
Weight Matching 68.05± 2.35 63.38± 2.59 59.23± 1.29 47.73± 1.75 46.87± 0.73 44.44± 1.02
Sinkhorn-L2 67.80± 3.49 63.11± 2.11 60.22± 1.92 48.01± 0.72 46.10± 0.84 45.33± 0.95

DEEP-ALIGN 69.86± 1.13 66.31± 1.19 65.52± 1.78 49.48± 2.23 48.22± 1.08 48.14± 0.88

presented in Table 2 show DEEP-ALIGN outperforms the
Naive (i.e., FedAvg) and weight-matching baselines. Ad-
ditionally, we provide results for merging models trained
using disjoint data splits in Appendix F.

7. Conclusion
Limitations. One limitation of our approach is the need
for pretraining a network. We show, however, that this
process requires only a small number of networks and does
not require any labeled examples. Another limitation is
that the current architecture is specific for a given input
network architecture. This limitation relates to the specific
weight-space encoder we utilize in this work, DWSNet.
This could be mitigated by modifying the DWS encoder
(see Section F), or by replacing it with more recent GNN-
based weight space encoders like Zhang et al. (2023); Lim
et al. (2023). Such approaches show promising results for
training and generalizing over diverse network types.

Summary. We investigate the challenging problem of
weight alignment in deep neural networks. The key to our
approach, DEEP-ALIGN, is an equivariant architecture that
respects the natural symmetries of the problem. DEEP-
ALIGN is the first architecture designed for weight align-
ment. At inference time, our method aligns unseen network
pairs without the need to perform expensive optimization.
DEEP-ALIGN, performs on par or outperforms optimization-
based approaches while significantly reducing the runtime
or improving the quality of the alignments. Furthermore,
we demonstrate that the alignments of our method can be
used to initialize optimization-based approaches.

Impact Statement
This paper presents work whose goal is to advance the field
of Machine Learning. There are many potential societal
consequences of our work, none which we feel must be
specifically highlighted here.
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A. More previous work
Weight space alignment. Several algorithms have been proposed for weight-alignment (Tatro et al., 2020; Ainsworth et al.,
2022; Peña et al., 2023; Akash et al., 2022). Ainsworth et al. (2022) presented three algorithms: Activation Matching,
Weight Matching, and straight-through estimation. Peña et al. (2023) improved upon these algorithms by incorporating
a Sinkhorn-based projection method. In part, these works were motivated by studying the loss landscapes of deep neural
networks. It was conjectured that deep networks exhibit a property called linear mode connectivity: for any two trained
weight vectors, a linear interpolation between the first vector and the optimal alignment of the second, yields very small
increases in the loss (Entezari et al., 2022; Garipov et al., 2018; Draxler et al., 2018; Freeman & Bruna, 2016; Tatro et al.,
2020; Jordan et al., 2022).

Weight-space networks. A growing area of research focuses on applying neural networks to neural network weights. Early
methods proposed using simple architectures such as MLPs or transformers to predict test errors or the hyperparameters that
were used for training input networks (Unterthiner et al., 2020; Andreis et al., 2023; Eilertsen et al., 2020).

Recently, (Navon et al., 2023) presented the first neural architecture that is equivariant to the natural permutation symmetries
of (MLP) weight spaces and demonstrated significant performance improvements over previous approaches. This
architecture, called Deep Weight Space Networks (DWSNets), is composed of multiple linear G-equivariant layers, which
were characterized in (Navon et al., 2023), interleaved with pointwise nonlinearities, such as ReLU functions. In other
words, a DWSNets is a function F : V → V of the following form:

F = Lk ◦ σ ◦ Lk−1 ◦ σ · · · ◦ σ ◦ L1,

where Li are linear G-equivariant layers and σ : R → R is a nonlinear function applied elementwise. This is similar to the
design of many previous equivariant architectures (Zaheer et al., 2017; Maron et al., 2018). Each such layer L : V → V
takes as input representations of all the weights and biases which we denote as v ∈ V , v = [Wm, bm]m∈[M ] and outputs
new representations based on all the input weights and biases. As common in deep learning architectures, these layers can
also handle d dimensional features for each weight and bias, i.e. vectors v ∈ Vd. After a composition of several such layers,
the output weights can be used for the task of interest, or pooled to form a single representation for the input weight space
vector. In our case, we use the bias representations produced by the final layer Lk, which are essentially representations of
the activation space A.

(Zhou et al., 2023a) proposed a similar approach and an extension to CNN architectures , which was later enhanced by the
addition of attention mechanisms (Zhou et al., 2023b). Finally, (Zhang et al., 2023; Lim et al., 2023) proposes modeling the
neural networks as computational graphs and applying Graph Neural Networks to them, demonstrating very good results on
several weight space learning tasks.

Learning for combinatorial optimization. There exists a large body of research on learning to solve hard combinatorial
optimization problems such as TSP and SAT (Cappart et al., 2021; Bengio et al., 2021; Khalil et al., 2017; Vesselinova et al.,
2020; Selsam et al., 2018). The key observation behind these works, also shared by the current work, is that even though
those problems are computationally intractable in general, there may be efficient methods to solve them for specific problem
distributions. In these cases, machine learning can be used to learn to predict these solutions. Specifically relevant to this
work are works that suggested learning to solve the graph matching problem (Fey et al., 2020; Zanfir & Sminchisescu, 2018;
Yan et al., 2020; Yu et al., 2019; Nowak et al., 2017; 2018) which is a similar alignment problem.

B. Proofs for section 3
Proof of Proposition 3.1. We write G(v, v′) = argmink∈GE(k, v, v′) with E(k, v, v′) = ∥v − k#v

′∥22. First, we note that
the minimal value of the optimization problem G(gv, gv′) is equal to the minimal value of G(v, v′), namely,

min
k∈G

E(k, v, v′) = min
k∈G

E(k, g#v, g
′
#v

′).

This is true since

min
k∈G

E(k, g#v, g
′
#v

′) = min
k∈G

∥g#v − k#g
′
#v

′∥22 = min
k∈G

∥v − (g−1kg′)#v
′∥22 = min

k∈G
∥k#v − v′∥22 =

and using the fact that k 7→ g−1kg′ is bijective.
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Second, we show that if k∗ = G(v, v′), or in other words, is a minimizer of E(k, v, v′), then g · k∗ · g′T minimizes
E(k, gv, g′v′) because:

E(g · k∗ · g′T , gv, g′v′) = ∥g#v − (g · k∗ · g′T )#g′#v′∥22 = ∥v − (gT · g · k∗ · g′T · g′)#v′∥2 = E(k∗, v, v′)

Proof of Proposition 3.2. Similarly to the proof of the previous proposition, we have mink∈GE(k, v′, v) = mink∈G ∥v′ −
k#v∥22 = mink∈G ∥kT#v′ − v∥22 = mink∈GE(k, v, v′). Additionally, plugging in k = G(v, v′)T achieves this value:

E(G(v, v′)T , v′, v) = ∥v′ − [G(v, v′)T ]#v∥22 = ∥[G(v, v′)]#v′ − v∥22 = E(G(v, v′), v, v′)

Proof of generalization to other objectives. We prove the generalization mentioned in the main text. Namely, that the
symmetries of the function G, are shared by any function of the form G(v, v′) = argmink∈GE(v, k#v

′) providing that the
energy function E satisfies

E(gv, gv′) = E(v, v′) and E(v, v′) = E(v′, v), ∀g ∈ G, v, v′ ∈ V.

First, we note that the minimal value of the optimization problem G(gv, gv′) is equal to the minimal value of G(v, v′),
namely,

min
k∈G

E(v, k#v
′) = min

k∈G
E(g#v, k#g

′
#v

′).

This is true since
min
k∈G

E(g#v, k#g
′
#v

′) = min
k∈G

E(v, gT#k#g
′
#v

′) = min
k∈G

E(v, (g−1kg′)#v
′)

using the fact that k 7→ g−1kg′ is bijective and the G-invariance of E.

Next, we show that if k∗ = G(v, v′), or in other words, is a minimizer of E(v, k#v
′), then g · k∗ · g′T minimizes

E(g#v, k#g
′
#v

′) This is because: E(g#v, (g · k∗ · g′T )#g′#v′) = E(v, k∗#v
′) using the G-invariance of E.

We turn to proving a generalization of 3.2: similarly to the previous argument, we have

min
k∈G

E(v′, k#v) = min
k∈G

E(kT#v
′, v) = min

k∈G
E(kT#v

′, v) = min
k∈G

E(v, kT#v
′)

= min
k∈G

E(v, k#v
′)

where we used the fact that we can swap the inputs to E and the invariance.

Additionally, plugging in k = G(v, v′)T achieves this value:

E(v′,G(v, v′)T#v) = E(G(v, v′)#v′, v) = E(v,G(v, v′)#v′)

C. Proofs for section 5
Relation to activation matching. Here we prove Proposition 5.1. Let the outer product matrix Z ∈ Rdm×dm be a cost
matrix for the activation matching algorithm. We say that Z is ϵ-friendly if it has the following property: there exists some i
such that for all j ̸= i ⟨Z,Pi⟩ > ⟨Z,Pj⟩+ ϵ where Pi, Pj ∈ Πdm

. Intuitively this condition means that the cost matrix is
bounded away from the set of cost matrices for which the are multiple optimal solutions 2. Let us now state Proposition 5.1
with full details:

2Formally, one can prove that under any continuous distribution and for any finite number of cost matrices sampled from this
distribution, with probability 1, we can find an ϵ such that all the cost matrices are ϵ-friendly.
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Proposition C.1 (Full formulation of Proposition 5.1). For any compact set K ⊂ V , x1, . . . , xN ∈ Rd0 and for any ϵ > 0,
there exists an instance of our architecture F and weights θ for that architecture such that for any v, v′ ∈ K for which all
the cost matrices used by the activation matching algorithm are ϵ-friendly, we have that F (v, v′; θ) returns exactly the same
solution as the activation matching algorithm.

Proof of Proposition C.1. First, to obtain weights for the DWS network that approximate the activations of both networks
on the set of inputs x1, . . . , xn, we employ Lemma G.2 from (Navon et al., 2023) (stated below for convenience). We note
that this lemma is proved by the approximation of all intermediate activations of the input networks so the proof of this
lemma trivially shows that there is a DWSnet that outputs an approximation of all the activations.

Then, we set Fprod to calculate outer products in order to generate the outer-product-based cost matrix used in (Ainsworth
et al., 2022). It follows that the composition of the DWS network above with the outer product function approximates
uniformly their limits, see (Lim et al., 2022) (Lemma 6), and the composition of their limits is exactly the function that takes
two weight vectors and computes the cost matrices from (Ainsworth et al., 2022). We have developed an architecture and
weights for this architecture that can uniformly approximate the cost matrices used by the activation matching algorithm to
any precision. As a final step, we apply our linear assignment projection.

To show that this architecture will return exactly the same solution g of the activation matching algorithm, we use our
ϵ-friendly assumption and Lemma C.3 which imply that there is an open ball of radius δ around each cost matrix in which
the linear assignment problem is constant. We can now use the uniform approximation result from the previous paragraph
to approximate all the cost matrices up to δ and get that applying the linear assignment problem to the approximated cost
matrices yields the same output as the original cost matrices.

Lemma C.2. [Lemma G.2 in (Navon et al., 2023)] Let ϵ > 0. For any x1, . . . , xN ∈ Rd0 there exist a DWSNet Dϵ and
weights θϵ such that for any v ∈ K we have ∥D(v; θϵ)i − fv(xi)∥2 < ϵ.

We note that (Navon et al., 2023) restricted x1, . . . , xN to some compact set but this assumption is not used in their proof.

Lemma C.3. Let ϵ > 0, K ⊂ Rn a compact domain and let fi : K → R, i = 1, . . . ,m such that fi(x) are continuous. Let

S = {x ∈ K | ∃i s.t ∀j ̸= i fi(x) > fj(x) + ϵ},

define g(x) = argmaxmj=1fj(x), then there exists some δ > 0 such that for any x ∈ S, g(x) is constant in an open ball of
radius δ around x.

Proof. Since f1, . . . , fn are finite and continuous on a compact domain, there exists some δ > 0 such that for any x, y ∈ K,
∥x−y∥ < δ implies |fi(x)−fi(y)| < ϵ

2 for every i. Then for any x ∈ S such that ∀j ̸= i fi(x) > fj(x)+ϵ, if ∥x−y∥ < δ
, for every j ̸= i we have

fi(y)− fj(y) = (fi(y)− fi(x)) + (fi(x)− fj(x)) + (fj(x)− fj(y)) > 0,

which implies that g(y) = i.

Proof of Proposition 5.2. As mentioned in the statement of the proposition, we assume that F uses analytic non-constant
activation functions, and d ≥ 2 channels. In the proof we consider our standard choice of ϕ as the normalized inner product
and set the scaling parameter s to be s = 1 for simplicity. We consider the version of F where the last projection layer
Fproj computes the permutations maximizing the correlation with the outputs Q1, . . . , QM of the product layer (that is,
we consider the version of F used in test time, rather than the version used in training which uses differentiable Sinkhorn
iterations). By equivariance of the model, it is sufficient to show that for almost every v, θ the identity matrices are the
closest permutations to (Q1, . . . , QM−1).

Next, recall that the indices of each Qm = Qm(v, θ) are given by

Qm,i,j =
⟨am,i, am,j⟩
∥am,j∥∥am,j∥
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where am,i is a d dimensional vector. In particular, we have that |Qm,i,j | ≤ 1, and the equality holds if i = j. It remains to
show that when i ̸= j we will have a strict inequality |Qm,i,j | < 1 for all m, for almost every v and θ. Equivalently, we will
need to show that for all m = 1, . . . ,M and all i ̸= j, the functions

ϕm,i(v, θ) = ∥am,i∥2

and
ψm,i,j(v, θ) = ∥am,j∥2 + ∥am,i∥2 − ⟨am,i, am,j⟩

are non-zero for almost all (v, θ). We note that ϕ and ψ are analytic, and the zero set of a non-zero analytic function always
has Lebesgue measure zero (see (Mityagin, 2015)). Therefore it is sufficient to show that there exists a single (v, θ) for
which ϕm,i(v, θ) ̸= 0, and a single (v, θ) for which ψm,i,j(v, θ) ̸= 0.

Let us consider parameter vectors θ as follows: recall that the output of each layer is a sequence of hidden weight matrices
Wm = Wm,a,b,c and a sequence of hidden bias vectors bm = bm,i,c, where the last index c runs over the channels. We
choose θ so that each affine layer will map all matrices Wm to zero, and all bias vectors bm to a new value b′m, where
b′m,i,1 = bm,i,1 and b′m,i,c = 1 if c ̸= 1. Since this describes an affine equivariant mapping, and the linear layers in DWS
can express all linear equivariant function, the vector θ can indeed be defined to give this function.

With this choice of θ, we will obtain
am,i =

[
ρD(bm,i), 1d−1

]
∈ Rd

where ρ denotes the activation used in the DWS network, D denotes the depth of the DWS network, and bm,i is the i-th
entry of the m-th input bias vector. In particular, it is an entry of v. To conclude the proof it is sufficient to show that
we can choose a pair of bi, bj such that ρD(bm,i) ̸= ρD(bm,j). If this is indeed the case we can immediately deduce that
ψm,i,j(v, θ) ̸= 0.

To prove the latter point all we need is to show that ρD is not a constant function. Indeed, since ρ itself is non-constant its
image contains an interval I , and by analyticity ρ cannot be constant on this interval, so ρ2 is non-constant. Continuing
recursively in this way we can show that ρD will not be constant for any D.

D. Extending DWSNets to CNNs
In this work, we employed a DWSNet (Navon et al., 2023) as our FDWS block. Since the study in (Navon et al., 2023)
focused on MLPs, the original implementation only supports input MLP networks. Here, we provide technical details on the
extension to input CNN networks under the DWSNets framework. This requires only two simple adjustments. First, the
kernel dimensions are flattened into the feature dimension. Second, the first FC layer (after the last convolution layer) in the
input network generally requires special attention. Specifically, denoting the output dimension of the last CNN with d0 and
the dimensions of the first FC layer weight matrix by d1 × d2, we reshape the weight matrix to d0 × d2 × (d1/d0), i.e.,
folding the d1/d0 into the feature dimension. This preserves the equivariance to the permutation symmetries of the input
network.

E. Experimental Details
In all experiments, we use a 4-hidden layer DEEP-ALIGN network with a hidden dimension of 64 and an output dimension
of 128 from the FDWS block. We optimize our method with a learning rate of 5e− 4 using the AdamW (Loshchilov &
Hutter, 2017) optimizer. For all experiments with image classifiers, we train DEEP-ALIGN with all objectives as described
in Section 4 (ℓalignment, ℓLMC and ℓsupervised). For the INR experiments, we drop the ℓalignment loss since we found adding this
loss significantly hurt the performance (see Appendix F).

We use the entire dataset to estimate the activations for the Activation Matching (AM) baseline. For the Sinkhorn baseline,
we optimize the permutations using learning rate 1e− 1 and for 1000 iterations.

When using image datasets, we use the standard train-test split and allocate 10% of the training data for validation.

MLP classifiers. For this experiment, we generate two wight datasets, consisting of MNIST and CIFAR10 classifiers. Each
classifier is a 3-hidden layer MLP with a hidden dimension of 128. The input dimension is 784 for MNIST and 3072 for
CIFAR10. We train the classifiers for 5 epochs with a batch size of 128 and learning rate 5e− 3. Both datasets consist of
10000 networks, split into 8000 for training and 1000 each for validation and testing.
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Figure 7. Merging networks trained on distinct subsets of CIFAR10 with different class distributions.

We train DEEP-ALIGN for 25K iterations. Since the FDWS block can grow large when the input dimension to the input
network is large, we employ the method proposed in (Navon et al., 2023) to control the number of parameters. Thus, we
linearly map the input dimension 784 or 3072 (MNIST or CIFAR10) to 8. See (Navon et al., 2023) for details.

Table 3. CNN classifiers architec-
ture.

CNN Classifiers Arch.
3x3 Conv 16
3x3 Conv 32
3x3 Conv 32
2x2 MaxPool
3x3 Conv 64
3x3 Conv 64
2x2 MaxPool
3x3 Conv 128
3x3 Conv 128
2x2 MaxPool

Linear (2048, 10)

CNN classifiers. For this experiment, we generate four datasets by training classifiers
on CIFAR10 and STL10 datasets. We generate two datasets of VGG11 (9M parameters)
and VGG16 (15M parameters) networks, trained on CIFAR10. Each dataset consists
of 4500 training examples, 100 networks for validation, and 100 for testing.

The CNN datasets consist of CNN networks with 7 convolution layers followed by
a fully-connected layer, with a total of 300K parameters. The full architecture is
presented in Table 3. For STL10, we apply a sequence of 3 augmentations, first, we
random crop 64× 64 path, next we resize the patch to 32× 32, and finally we apply
random rotation drawn from U(−20, 20). We train the CIFAR10 and STL10 classifiers
for 20/100 epochs respectively using Adam optimizer with 1e−4 learning rate. We save
the model’s checkpoint at the final epoch. Both datasets consist of 5000 networks, split
into 4500 for training and 250 each for validation and testing. We train DEEP-ALIGN
for 300 epochs.

Sine INRs. To generate the Sine wave dataset, we use the same procedure as in (Navon et al., 2023). Each INR is an MLP
with 3 layers, a hidden dimension of 32, and Sine activations. The dataset consists of 2000 sine waves and two INR copies
(views) for each sine wave. We use 1800 waves for training, and 100 for validation, and testing.

CIFAR10 INRs. The CIFAR10 dataset consists of 60K images. We split the dataset to train, validation, and test with 45K /
5K / 10K samples respectively. For each image, we create 5 independent INR copies. Each INR is a 5-layer MLP with a 32
hidden dimension each followed by sine activations. We optimize the INRs using Adam optimizer with a 1e− 4 learning
rate for 10K update steps. We train DEEP-ALIGN for 300 epochs.

Federated Learning. We use two datasets, mainly CIFAR10 and STL10. For CIFAR10, we vary the number of clients from
50 to 200, and use a DEEP-ALIGN network trained on STL10 classifiers. For STL10, we vary the number of clients from 10
to 50, and use a DEEP-ALIGN network trained on CIFAR10 classifiers. For all experiments, we train the joint network for
1000 rounds. We randomly select 5 clients at each round and train the global model for 50 local optimization steps. We then
send the local models to the hub for (alignment and) averaging.

Disjoint datasets. We use the same CNN network configuration as in the CNN classifiers experiments, and train 2500
networks for each split (5000 in total). Each network is trained for 20 epochs using the Adam optimizer with learning rate
1e− 4. We allocate 100 networks from each split for testing and validation, and the remaining 4600 networks for training.
We train DEEP-ALIGN for 50K steps.
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(a) MNIST MLPs. (b) CIFAR10 MLPs.

(c) STL10 CNNs. (d) CIFAR10 VGG16.

Figure 8. Additional results for aligning image classifiers.

Time comparison. Prior methods for weight matching, which rely on optimization, often suffer from exhaustive runtime,
which may be impractical for real-time applications. In contrast, once trained, DEEP-ALIGN is able to produce high-
quality weight alignments through a single forward pass and an efficient projection step. We compare DEEP-ALIGN to
baselines by measuring the time required to align a pair of models in the CIFAR10 CNN and VGG classifiers datasets,
and report the averaged alignment time using 1000 random pairs on a single A100 Nvidia GPU. The results are presented
in Figure 5. DEEP-ALIGN is significantly faster than Sinkhorn and Activation Matching while achieving comparable
results. Furthermore, DEEP-ALIGN is on par with Weight Matching w.r.t runtime, yet it consistently generates better weight
alignment solutions.

F. Additional Experimental Results
Additional results for aligning classifiers. We provide additional results for aligning MLP and CNN image classifiers. The
experiments follow the procedure described in Section 6.1. Table 5 provides results for aligning MLP classifiers trained
using the MNIST and CIFAR10 datasets. DEEP-ALIGN outperforms all baseline methods. Additionally, Figure 8 provides
LMC results for aligning both MLPs and CNNs trained on the MNIST, CIFAR10, and STL10 datasets. DEEP-ALIGN
achieves on-par or improves over baselines, while DEEP-ALIGN + Sinkhorn outperforms all other methods. Notably, for
VGG16, while the weight matching and activation matching improve over the naive method in terms of their respective
objectives, they achieve poor barrier performance.

Towards diverse input architectures. One important extension of the DEEP-ALIGN framework is the generalization
to diverse input networks. As discussed in Section 7, this limitation relates to the DWSNet encoder we utilize and can
potentially be mitigated by replacing the DWS encoder with GNN-based weight space encoders like Zhang et al. (2023);
Lim et al. (2023). Here, we show, on a small-scale experiment, that by modifying the DWSNet encoder, the DEEP-ALIGN
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Table 4. Barrier results for aligning MLP networks with varying depths (3, 4, and 5 layers), trained using the MNIST dataset.

MNIST Diverse MLPs

Barrier ↓
Weight Matching 0.04± 0.00
Sinkhorn 0.02± 0.00
Weight Matching + Sinkhorn 0.01± 0.00

DEEP-ALIGN 0.03± 0.00
DEEP-ALIGN + Sinkhorn 0.01± 0.00

Table 5. MLP image classifiers: Results on aligning MNIST and CIFAR10 MLP image classifiers.

MNIST (MLP) CIFAR10 (MLP)

Barrier ↓ AUC ↓ Barrier ↓ AUC ↓
Naive 2.007± 0.00 0.835± 0.00 0.927± 0.00 0.493± 0.00

Weight Matching 0.047± 0.00 0.011± 0.00 0.156± 0.00 0.068± 0.00
Activation Matching 0.024± 0.00 0.007± 0.00 0.066± 0.00 0.024± 0.00
Sinkhorn 0.027± 0.00 0.002± 0.00 0.183± 0.00 0.072± 0.00
WM + Sinkhorn 0.012± 0.00 0.000± 0.00 0.137± 0.00 0.050± 0.00

DEEP-ALIGN 0.005± 0.00 0.000± 0.00 0.078± 0.01 0.029± 0.00
DEEP-ALIGN + Sinkhorn 0.000± 0.00 0.000± 0.00 0.037± 0.00 0.004± 0.00

generalizes to input networks with varying depths (number of layers). Specifically, in this experiment, we apply the
DEEP-ALIGN model to MLPs with 3, 4, and 5 layers trained on the MNIST dataset. We implement a variant of the DWSNet
encoder in which we share the weight of internal blocks. This allows the encoder to be applied to input networks with varying
depths. The results, presented in Tabls 4, show that DEEP-ALIGN outperforms the WM baseline and that DEEP-ALIGN +
Sinkhorn achieves on-par results compared to WM + Sinkhorn. These preliminary results demonstrate that the DEEP-ALIGN
framework, together with an appropriate DWS encoder, can successfully be applied to diverse input architectures.

Aligning networks trained on disjoint datasets. Following (Ainsworth et al., 2022), we experiment with aligning networks
trained on disjoint datasets. One major motivation for such a setup is Federated learning (McMahan et al., 2017). In
Federated Learning, the goal is to construct a unified model from multiple networks trained on separate and distinct datasets.

To that end, we split the CIFAR10 dataset into two splits. The first consists of 95% images from classes 0-4 and 5% of
classes 5-9, and the second split is constructed accordingly with 95% of classes 5-9. We train the DEEP-ALIGN model to
align CNN networks trained using the different datasets. For Sinkhorn and Activation Matching, we assume full access to
the training data in the optimization stage. For DEEP-ALIGN, we assume this data is accessible in the training phase. The
results are presented in Figure 7. DEEP-ALIGN, along with the Sinkhorn and Activation Matching approaches, are able to
align and merge the networks to obtain a network with lower loss compared to the original models. However, our approach
is significantly more efficient at inference.

Results for the Activation matching + Sinkhorn baseline. Here, we provide results for the activation matching (AM)
+ Sinkhorn baseline, in which we use the AM solution to initialize the Sinkhorn optimization process. We commit this
baseline from the main paper due to its extremely long runtime. Nonetheless, DEEP-ALIGN+Sinkhorn outperforms this
runtime expensive baseline, as shown in Table 6.

DEEP-ALIGN as initialization. As discussed in the main text, our approach can be used as initialization for optimization-
based approaches, like the Sinkhorn re-basin. Here, provide extended results on using the output of DEEP-ALIGN as the
initial value for the alignment problem. We evaluate two previously proposed methods, weight-matching (WM) (Ainsworth
et al., 2022) and Sinkhorn re-basin (Peña et al., 2023). Initializing the Sinkhorn method significantly improves the
performance under all evaluated datasets. In addition, using DEEP-ALIGN initialization greatly improves the convergence
speed. Furthermore, DEEP-ALIGN improves the barrier results of the weight-matching method. Notably, using the
DEEP-ALIGN initialization achieves on-par or improved values for the WM objective.
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(a) MNIST MLPs. (b) CIFAR10 MLPs. (c) CIFAR10 CNNs.

Figure 9. DEEP-ALIGN as initialization: Results for using DEEP-ALIGN as initialization for the optimization-based approaches Sinkhorn
re-basin and weight matching.

Table 6. Barrier results for the AM + Sinkhorn baseline. DEEP-ALIGN + Sinkhorn outperforms AM + Sinkhorn in terms of the Barrier
metric and runtime.

CIFAR10 (CNN) STL10 (CNN)

Barrier ↓ Runtime ↓
Activation Matching 0.23± 0.01 0.47± 0.00 6.38
Sinkhorn 0.31± 0.01 0.36± 0.00 37.74
AM + Sinkhorn 0.10± 0.01 0.26± 0.00 44.12 = 6.38 + 37.74

DEEP-ALIGN 0.23± 0.01 0.38± 0.01 0.20
DEEP-ALIGN + Sinkhorn 0.08± 0.00 0.23± 0.00 37.94 = 0.20 + 37.74

Effect of sample size. We evaluate DEEP-ALIGN on the CIFAR10 CNN classifiers and the sine-wave INRs experiment,
using a varying number of training examples. The results are presented in Figure 4 (in the main text) and Figure 10.
On the CNNs dataset, DEEP-ALIGN produces alignments with on-par quality to the Sinkhorn method, with only ∼ 100
training samples. Using the INRs dataset, DEEP-ALIGN achieves on-par results w.r.t the Sinkhorn method with random
initialization using 1800 training samples. On the other hand, for both datasets, initializing the Sinkhorn method with the
DEEP-ALIGN alignment shows significant improvement in the test barrier using only 100 training samples. These results
show the efficiency of DEEP-ALIGN both in producing model alignments or initializing optimization-based approaches.

Ablation on the DEEP-ALIGN objective. Here, we provide results for DEEP-ALIGN trained with different objectives.
Recall that we introduced three objectives (losses) to train DEEP-ALIGN. The first is the supervised loss ℓsupervised computed
using a model and its permuted version. The second is ℓalignment which is the L2 loss between the aligned weight vectors,
and the third is ℓLMC which evaluates the original task loss on the line segment between the aligned models. For this ablation
study, we use the MNIST and CIFAR10 MLP classifiers along with the CIFAR10 INRs. The results are presented in Table 7.
Using only the supervised and alignment loss generally achieves insufficient results in terms of the Barrier metric. Dropping
the alignment loss and using the supervised and LMC losses appears to have a minimal impact on the results in the classifier
experiments. However, interestingly, including the ℓalignment in the INR experiment seems to have a detrimental effect on the
Barrier results, causing a significant drop in performance. This suggests the alignment loss and the barrier metric are not
always well aligned. In these cases it is advised to drop the ℓalignment loss and optimize DEEP-ALIGN with the ℓsupervised and
ℓLMC losses.

Visualization of predicted permutations. We visualize the predicted permutation obtained using DEEP-ALIGN applied to
three test sine-waves INRs. Each network pair consists of an INR and its permuted and noisy version. For clarity, we depict
only the first permutation matrix, P1. The rows of Figure 11 correspond to the three test INRs. The left column represents
the output from the Fprod layer, which then projected to the set of permutations using Fprod (middle column). DEEP-ALIGN
is able to perfectly predict the ground truth permutations (right column).
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Figure 10. Effect of sample size: DEEP-ALIGN achieves on par results w.r.t the Sinkhorn with 1800 training pairs, while only 100 pairs
are sufficient to significantly improve Sinkhorn by initializing the alg. with the DEEP-ALIGN outputs.

Table 7. Optimizing DEEP-ALIGN using different objectives: Test Barrier results averaged over 3 random seeds.

MNIST MLP CLS CIFAR10 MLP CLS CIFAR10 INR

ℓsupervised + ℓLMC 0.007± 0.00 0.070± 0.00 0.063± 0.00
ℓsupervised + ℓalignment 0.061± 0.00 0.343± 0.00 0.127± 0.00
ℓsupervised + ℓLMC + ℓalignment 0.005± 0.00 0.078± 0.00 0.087± 0.00

Figure 11. Predicted permutation matrices and ground truth permutations for three test sine wave INRs and their permutated and noisy
version. DEEP-ALIGN outputs the exact ground truth permutations.
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