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Abstract
Dense-to-sparse gating mixture of experts (MoE)
has recently become an effective alternative to a
well-known sparse MoE. Rather than fixing the
number of activated experts as in the latter model,
which could limit the investigation of potential
experts, the former model utilizes the temperature
to control the softmax weight distribution and the
sparsity of the MoE during training in order to
stabilize the expert specialization. Nevertheless,
while there are previous attempts to theoretically
comprehend the sparse MoE, a comprehensive
analysis of the dense-to-sparse gating MoE has re-
mained elusive. Therefore, we aim to explore the
impacts of the dense-to-sparse gate on the max-
imum likelihood estimation under the Gaussian
MoE in this paper. We demonstrate that due to
interactions between the temperature and other
model parameters via some partial differential
equations, the convergence rates of parameter es-
timations are slower than any polynomial rates,
and could be as slow as O(1/ log(n)), where n
denotes the sample size. To address this issue, we
propose using a novel activation dense-to-sparse
gate, which routes the output of a linear layer to an
activation function before delivering them to the
softmax function. By imposing linearly indepen-
dence conditions on the activation function and
its derivatives, we show that the parameter esti-
mation rates are significantly improved to polyno-
mial rates. Finally, we conduct a simulation study
to empirically validate our theoretical results.

1. Introduction
Mixture of experts (MoE) (Jacobs et al., 1991; Jordan &
Jacobs, 1994) is a statistical machine learning framework
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that aggregates the power of multiple expert networks using
softmax as a gating function (weight function) to create a
more sophisticated model than a single network. To scale
up the model capacity (the number of model parameters)
given a fixed computational cost, (Shazeer et al., 2017) have
introduced a sparse variant of the MoE model, which turns
on only one or a few experts for each input. Thanks to its
scalability, sparse MoE models have been widely used in
several applications, namely large language models (Lep-
ikhin et al., 2021; Du et al., 2022; Fedus et al., 2022; Zhou
et al., 2023; Jiang et al., 2024), computer vision (Dosovit-
skiy et al., 2021; Liang et al., 2022; Riquelme et al., 2021),
multi-task learning (Hazimeh et al., 2021) and speech recog-
nition (Gulati et al., 2020; You et al., 2021).

In sparse MoE models, gating functions are concurrently
trained with expert networks to route inputs effectively.
However, early in training, gating networks may exhibit
instability in expert selection due to their inexperience. Ad-
ditionally, pre-determining the number of activated experts
per input can limit exploration of potential experts. To ad-
dress this, (Nie et al., 2022) introduced a dense-to-sparse
gate, initially routing inputs to all experts and gradually
becoming sparser. This approach strategically controls the
temperature of a softmax-based gating function to adjust
weight distribution among experts and regulate sparsity in
MoE models, promoting stability in expert specialization.

From a theoretical perspective, there have been attempts to
comprehend the properties of MoE models. Firstly, (Chen
et al., 2022) studied how sparse MoE layers enhanced the
efficacy of neural network learning and explained why they
would not collapse into a single model. Another line of
work tried to understand the effects of gating functions on
the convergence rates of maximum likelihood estimation
under Gaussian MoE models. In particular, when the gating
function was independent of input, (Ho et al., 2022) showed
an interaction among expert parameters, which made those
rates inversely proportional to the number of over-specified
experts. Next, (Nguyen et al., 2023) considered a dense
softmax gating function, and demonstrated that parameter
estimation rates were determined by the solvability of an
intricate system of polynomial equations due to another
interaction between gating and expert parameters. Subse-
quently, (Nguyen et al., 2024b) explored a general Top-K
sparse softmax gating function. They revealed that acti-

1



Is Temperature Sample Efficient for Softmax Gaussian Mixture of Experts?

vating only one expert, i.e., K = 1, makes the previous
interaction between expert and gating parameters disappear,
and thus, improved the parameter estimation rates signifi-
cantly. However, a comprehensive theoretical analysis of the
dense-to-sparse gate has remained missing in the literature.

In this work, we focus on investigating whether the tem-
perature in the dense-to-sparse gate is sample efficient or
not under the parameter estimation problem of the Gaus-
sian MoE model. For that purpose, we now present the
formulation of that model formally.

Problem setup. Suppose that the data {(Xi, Yi)}ni=1 ⊂
Rd × R are i.i.d sampled from the dense-to-sparse gating
Gaussian mixture of experts, which is associated with the
conditional density function gG∗(Y |X) defined as:
k∗∑

i=1

Softmax
( (β∗

1i)
⊤X + β∗

0i

τ∗

)
· f(Y |(a∗i )⊤X + b∗i , ν

∗
i ),

(1)

where G∗ :=
∑k∗

i=1 exp(β
∗
0i/τ

∗)δ(β∗
1i,τ

∗,a∗
i ,b

∗
i ,ν

∗
i )

is a
true but unknown mixing measure (i.e., a weighted sum
of Dirac measures δ) associated with true parameters
(β∗

0i, β
∗
1i, τ

∗, a∗i , b
∗
i , ν

∗
i ) for i ∈ {1, 2, . . . , k∗}. Here, τ∗

is the softmax temperature which adjusts the sparsity of
the MoE models. When τ∗ increases, the weight distribu-
tion becomes more uniform. On the other hand, when τ∗

approaches zero, that distribution turns into one-hot. Mean-
while, f(·|µ, ν) stands for a univariate Gaussian density
function with mean µ and variance ν. For ease of presenta-
tion, we consider k∗ linear experts of the form a⊤X + b as
the results for general expert settings, including deep neural
network, can be achieved in a similar fashion. Addition-
ally, we define for any vector v = (v1, . . . , vk∗) ∈ Rk∗ that
Softmax(vi) := exp(vi)/

∑k∗
j=1 exp(vj).

Maximum likelihood estimation. To estimate the parame-
ters of model (1), we propose using the maximum likelihood
method as follows:

Ĝn := argmax
G

1

n

n∑

i=1

log(gG(Yi|Xi)). (2)

When the true number of expert k∗ is known (exact-specified
settings), the above maximum is taken over the set of all
mixing measures of order k∗ denoted by Ek∗(Θ) := {G =∑k∗

i=1 exp(β0i/τ)δ(β1i,τ,ai,bi,νi) : (β0i, β1i, τ, ai, bi, νi) ∈
Θ}. Conversely, when k∗ is unknown and the true model (1)
is over-specified by a Gaussian mixture of k experts where
k > k∗ (over-specified settings), the maximum is subject
to the set of all mixing measures of order at most k, i.e.,
Gk(Θ) := {G =

∑k′

i=1 exp(β0i/τ)δ(β1i,τ,ai,bi,νi) : 1 ≤
k′ ≤ k, (β0i, β1i, τ, ai, bi, νi) ∈ Θ}.

Assumptions. In our analysis, we have four main assump-
tions on the parameters:

(A.1) The parameter space Θ is a compact subset of R ×
Rd×R+×Rd×R×R+, and the input space X is bounded;

(A.2) β∗
1k∗

= 0d and β∗
0k∗

= 0;

(A.3) (a∗1, b∗1, ν∗1 ), . . . , (a∗k∗
, b∗k∗

, ν∗k∗
) are pairwise distinct;

(A.4) At least one among β∗
11, . . . , β

∗
1k∗

is non-zero.

Above, the first assumption helps ensure the convergence of
parameter estimation, while the second guarantees that the
dense-to-sparse gating Gaussian MoE model is identifiable
(see Appendix C). Next, the third one is to make experts
in model (1) pairwise distinct. Finally, the last assumption
makes sure that the gating function hinges on the input X .

Technical challenges. The softmax temperature leads to
two fundamental challenges in theory:

(C.1) Temperature’s interaction with other parameters.
To establish a parameter estimation rate given a density
estimation rate, we need to decompose the density discrep-
ancy gĜn

(Y |X)−gG∗(Y |X) into a combination of linearly
independent terms. This can be done by applying Tay-
lor expansions to the softmax’s numerator F (Y |X,ω) :=
exp(

β⊤
1 X
τ )f(Y |a⊤X + b, ν), where ω := (β1, τ, a, b, ν).

However, we realize that the temperature interacts with both
gating and expert parameters via two following partial differ-
ential equations (PDEs), which induce a number of linearly
dependent terms:

∂F

∂τ
=

1

τ
· β⊤

1

∂F

∂β1
, (3)

∂2F

∂τ ∂b
=

1

τ2
· β⊤

1

∂F

∂a
. (4)

Intuitively, the first PDE reveals that there is an intrinsic
interaction between the temperature τ and the gating pa-
rameter β1. Meanwhile, the second PDE indicates that the
temperature also interacts with the expert parameters a and b.
Although parameter interactions expressed in the language
of PDEs have been observed in (Nguyen et al., 2023), the
structures of the above interactions are Furthermore, these
interactions are substantially more serious than those in (Ho
et al., 2022; Nguyen et al., 2023; 2024b). More specifically,
we will show in Section 2 that due to the above PDEs, the
parameter estimation rates are slower than any polynomial
rates, and thus, could be as slow as 1/ log(n), where n de-
notes the sample size. Such phenomenon has never been
observed in previous work.

(C.2) Rate improvement. From the previous observation, it
is essential to propose a method to accelerate the parameter
estimation rates. To enhance slow rates caused by the inter-
action between gating and expert parameters, (Nguyen et al.,
2024a) suggested transforming the inputs using a ’modified’
function M , e.g. log(| · |), cos(·), prior to delivering them

to the gating network, i.e. Softmax
(

(β∗
1i)

⊤M(X)+β∗
0i

τ∗

)
.
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However, it can be verified that the PDEs (3) and (4) still
holds true with the corresponding function F (Y |X,ω) :=
exp(

β⊤
1 M(X)

τ )f(Y |a⊤X + b, ν). Therefore, we have to
come up with a novel solution in this work.

Main contributions. In this paper, we conduct a conver-
gence analysis of density and parameter estimations under
the dense-to-sparse gating Gaussian MoE. Our contributions
are two-fold and can be summarized as follows:

1. Dense-to-sparse gating function: Equipped with this
gating function, we first establish the convergence rate
of density estimation under the Total Variation distance
EX [V (gĜn

(·|X), gG∗(·|X))] = Õ(n−1/2), which is para-
metric on the sample size n. Given this result, we then
demonstrate that under the exact-specified settings, the
estimation rates for β∗

1i, τ
∗ are slower than any polyno-

mial rates owing to the PDE (3), and therefore, could be
1/ log(n). Meanwhile, those for a∗i , b

∗
i , ν

∗
i are significantly

faster, standing at Õ(n−1/2). Under the over-specified set-
tings, we show that the rates for estimating β∗

1i, τ
∗ remain

unchanged, whereas that for a∗i becomes slower than any
polynomial rates due to the PDE (4). Additionally, the esti-
mation rates for b∗i , ν

∗
i depend on the solvability of a system

of polynomial equations.

2. Activation dense-to-sparse gating function. To en-
hance the previous slow rates, we propose a novel class
of gating functions called activation dense-to-sparse given
by Softmax

(
σ((β∗

1i)
⊤X)+β∗

0i

τ∗

)
. Here, σ(·) is an activation

function satisfying conditions in Definition 3.2 (resp. Defi-
nition 3.4), which make the interactions of temperature with
other parameters in equations (3) and (4) vanish under the
exact-specified (resp. over-specified) settings. As a con-
sequence, we rigorously prove that β∗

1i, τ
∗ and a∗i share

the same considerably improved estimation rates of orders
Õ(n−1/2) and Õ(n−1/4) under those settings, respectively.

Outline. The paper proceeds as follows. In Section 2, we de-
rive the convergence rates of density estimation and param-
eter estimation under the dense-to-sparse gating Gaussian
MoE. Subsequently, we carry out the previous analysis for
the Gaussian MoE with the novel activation dense-to-sparse
gate in Section 3. Then, we run some numerical experiments
in Section 4 to empirically verify our theoretical results be-
fore concluding the paper in Section 6. Finally, rigorous
proofs and further details of experiments are provided in the
supplementary material.

Notations. We denote [n] := {1, 2, . . . , n} for any pos-
itive integer n. Additionally, the notation |S| indicates
the cardinality of any set S. For any vectors v :=
(v1, v2, . . . , vd) ∈ Rd and α := (α1, α2, . . . , αd) ∈ Nd,
we let vα = vα1

1 vα2
2 . . . vαd

d , |v| := v1 + v2 + . . .+ vd and
α! := α1!α2! . . . αd!, while ∥v∥ stands for its 2-norm value.
Given any two positive sequences {an}n≥1 and {bn}n≥1,

we write an = O(bn) or an ≲ bn if an ≤ Cbn for all
n ∈ N, where C > 0 is some universal constant. Further-
more, we write an = Õ(bn) to indicate an ≲ bn up to
some logarithmic factors. Finally, for any two probability
density functions p, q dominated by the Lebesgue measure

µ, we denote h(p, q) =
(

1
2

∫
(
√
p − √

q)2dµ
)1/2

as their

Hellinger distance and V (p, q) = 1
2

∫
|p − q|dµ as their

Total Variation distance.

2. Dense-to-sparse Gating Function
In this section, we characterize the density and parameter es-
timation rates for the dense-to-sparse gating Gaussian MoE
under both the exact-specified and over-specified settings.

We start with providing the convergence rate of the den-
sity estimation gĜn

to the true density gG∗ under the Total
Variation distance in the following theorem:

Theorem 2.1. Under the Total Variation distance, the den-
sity estimation gĜn

(Y |X) converges to the true density
gG∗(Y |X) at the following rate:

EX [V (gĜn
(·|X), gG∗(·|X))] = Õ(n−1/2).

We leverage fundamental results on density estimation for
M-estimator in (van de Geer, 2000) to prove Theorem 2.1
in Appendix A.1. It follows from the above bound that the
density estimation rate is parametric on the sample size n.
This results also indicates that if the Total Variation lower
bound EX [V (gĜn

(·|X), gG∗(·|X))] ≳ D(Ĝn, G∗), where
D is some loss function among parameters, then we ob-
tain the parameter estimation rate D(Ĝn, G∗) = Õ(n−1/2).
Now, we are ready to precisely capture those rates under
the exact-specified and over-specified settings in Section 2.1
and Section 2.2, respectively.

2.1. Exact-specified Settings
Before diving deeper into the parameter estimation problem
under the exact-specified settings, let us introduce a notion
of Voronoi cells (Manole & Ho, 2022), which are then used
to construct our loss functions.

Voronoi cells. Assume that a mixing measureG has k′ com-
ponents ωi := (β1i, τ, ai, bi, νi). Then, we distribute these
components to the Voronoi cells Aj ≡ Aj(G) generated by
the components ω∗

j := (β∗
1j , τ

∗, a∗j , b
∗
j , ν

∗
j ) of G∗, which

are defined as

Aj := {i ∈ [k′] : ∥ωi − ω∗
j ∥ ≤ ∥ωi − ω∗

ℓ ∥,∀ℓ ̸= j}. (5)

For instance, since the MLE Ĝn has k∗ components un-
der this setting, each Voronoi cell Aj(Ĝn) has exactly one
element when the sample size n is sufficiently large.

Voronoi loss. Let us define Kij(κ1, κ2, κ3, κ4, κ5) :=
∥∆β1ij∥κ1 + |∆τ |κ2 + ∥∆aij∥κ3 + |∆bij |κ4 + |∆νij |κ5 ,
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Table 1. Summary of density estimation rates and parameter estimation rates under the (activation) dense-to-sparse gating Gaussian MoE.
In this table, the function r̄(·) represents for the solvability of the system of polynomial equations (11) with r̄(2) = 4 and r̄(3) = 6.
Additionally, Aj denotes a Voronoi cell given in equation (5).

Dense-to-sparse gating Gaussian MoE

Setting gG∗(Y |X) β∗
1j , τ

∗ a∗j b∗j ν∗j

Exact-specified Õ(n−1/2) Slower than Õ(n−1/2r),∀r ≥ 1 Õ(n−1/2) Õ(n−1/2) Õ(n−1/2)

Over-specified Õ(n−1/2) Slower than Õ(n−1/2r),∀r ≥ 1 Õ(n−1/2r̄(|Aj |)) Õ(n−1/r̄(|Aj |))

Activation Dense-to-sparse gating Gaussian MoE

Setting pG∗(Y |X) β∗
1j , τ

∗ a∗j b∗j ν∗j

Exact-specified Õ(n−1/2) Õ(n−1/2)

Over-specified Õ(n−1/2) Õ(n−1/4) Õ(n−1/2r̄(|Aj |)) Õ(n−1/r̄(|Aj |))

where ∆β1ij := β1i−β1j , ∆τ := τ−τ∗, ∆aij := ai−a∗j ,
∆bij := bi − b∗j and ∆νij := νi − ν∗j . Then, the Voronoi
loss of interest is given by

D1,r(G,G∗) :=
k∗∑

j=1

∣∣∣
∑

i∈Aj

exp
(β0i
τ

)
− exp

(β∗
0j

τ∗

)∣∣∣

+

k∗∑

j=1

∑

i∈Aj

exp
(β0i
τ

)
Kij(r, r, r, r, r) (6)

Next, let us recall that when using the dense-to-sparse gate,
there are two interactions of the softmax temperature τ with
gating parameter β1 and expert parameters a, b:

∂F

∂τ
=

1

τ
· β⊤

1

∂F

∂β1
;

∂2F

∂τ ∂b
=

1

τ2
· β⊤

1

∂F

∂a
, (7)

where F (Y |X,ω) := exp(
β⊤
1 X
τ )f(Y |a⊤X + b, ν). Un-

fortunately, such interactions are so serious that the To-
tal Variation lower bound EX [V (gĜn

(·|X), gG∗(·|X))] ≳

D1,r(Ĝn, G∗) does not hold true, and thus, we cannot
achieve the bound D1,r(Ĝn, G∗) = Õ(n−1/2) as discussed
below Theorem 2.1. Instead, we show in Appendix B.1 that

inf
G∈Ek∗ (Θ):D1,r(G,G∗)≤ε

EX [V (gG(·|X), gG∗(·|X))]

D1,r(G,G∗)
→ 0,

as ε→ 0, for any r ≥ 1. This result leads to the following
minimax lower bound of parameter estimation:

Theorem 2.2. Under the exact-specified settings, the fol-
lowing minimax lower bound of estimating G∗ holds true
for any r ≥ 1:

inf
Gn∈Ek∗ (Θ)

sup
G∈Ek∗ (Θ)

EgG [D1,r(Gn, G)] ≳ n−1/2.

Here, the notation EgG indicates the expectation taken w.r.t
the product measure with mixture density gnG.

Proof of Theorem 2.2 is in Appendix B.1. The above min-
imax lower bound suggests that the rates for estimating
parameters β∗

1j , τ
∗, a∗j , b

∗
j , ν

∗
j are slower than any polyno-

mial rates Õ(n−1/2r), and therefore, could be as slow as
1/ log(n). This convergence behavior has never been cap-
tured in previous work on Gaussian MoE models, including
(Ho et al., 2022; Nguyen et al., 2023; 2024c;b). Neverthe-
less, in our arguments, since the true number of experts
k∗ is known, it is sufficient to apply the first-order Taylor
expansion to the gating numerator F . Therefore, the sec-
ond PDE in equation (7) should not affect the parameter
estimation rates under this setting. In other words, parame-
ters a∗i , b

∗
i , ν

∗
i should enjoy faster estimation rates than their

counterparts β∗
1i, τ

∗. To illustrate this point, let us take into
account another Voronoi loss function.

Voronoi loss. To capture the rates for estimating a∗j , b∗j
and ν∗j more accurately, it is essential to consider the pro-
jections of previous mixing measures onto the space of
those parameters Ψ := Rd × R × R+. In particular,
for each G =

∑k
i=1 exp(β0i/τ)δ(β1i,τ,a,b,ν), we define

G|Ψ :=
∑k

i=1 exp(β0i/τ)δ(ai,bi,νi). Then, the loss func-
tion between these projected mixing measures is given by:

D2(G
|Ψ, G|Ψ

∗ ) :=

k∗∑

j=1

∣∣∣
∑

i∈Aj

exp
(β0i
τ

)
− exp

(β∗
0j

τ∗

)∣∣∣

+

k∗∑

j=1

∑

i∈Aj

exp
(β0i
τ

)[
∥∆aij∥+ |∆bij |+ |∆νij |

]
. (8)

Theorem 2.3. Under the exact-specified settings, the fol-
lowing Total Variation lower bound holds true for any
G ∈ Ek∗(Θ):

EX [V (gG(·|X), gG∗(·|X))] ≳ D2(G
|Ψ, G|Ψ

∗ ).
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This bound together with Theorem 2.1 leads to the paramet-
ric convergence rate of MLE: D2(Ĝ

|Ψ
n , G

|Ψ
∗ ) = Õ(n−1/2).

Proof of Theorem 2.3 is in Appendix B.2. It follows from
the above result that a∗j , b

∗
j , ν

∗
j share the same estimation

rate of order Õ(n−1/2), which are significantly faster than
those resulting from Theorem 2.2.

2.2. Over-specified Settings
Analogous to the previous section, we first need to design a
Voronoi loss function used for the over-specified settings.

Voronoi loss. Let us define for each r ≥ 1 that

D3,r(G,G∗) :=
k∗∑

j=1

∣∣∣
∑

i∈Aj

exp
(β0i
τ

)
− exp

(β∗
0j

τ∗

)∣∣∣

+

k∗∑

j=1

∑

i∈Aj

exp
(β0i
τ

)
Kij(r, r, r, r, r). (9)

Recall that under this setting, the true number of experts k∗
is unknown, and we assume that the MLE Ĝn belongs to
the set of mixing measures with at most k > k∗ components
Gk(Θ). Thus, from the definition of Voronoi cells, there
could be some cells Aj(Ĝn) having more than one element.
On the other hand, each Voronoi cell Aj(Ĝn) under the
exact-specified settings has exactly one element. This is the
main difference between the Voronoi losses D3,r and D1,r.

Theorem 2.4. Under the over-specified settings, the follow-
ing minimax lower bound of estimating G∗ holds true for
any r ≥ 1:

inf
Gn∈Gk(Θ)

sup
G∈Gk(Θ)\Ok∗−1(Θ)

EgG [D3,r(Gn, G)] ≳ n−1/2.

Here, the notation EgG indicates the expectation taken w.r.t
the product measure with mixture density gnG.

Proof of Theorem 2.4 is in Appendix B.3. The above min-
imax lower bound indicates that the estimation rates for
parameters β∗

1j , τ
∗, a∗j , b

∗
j , ν

∗
j are all slower than Õ(n−1/2r)

for any r ≥ 1. This means that those rates cannot be faster
than polynomial rates and could be as slow as 1/ log(n).
Such slow rates are caused by the interaction between the
softmax temperature and other parameters via the PDEs in
equation (7). Despite the issue, not all parameters are nega-
tively impacted. Specifically, our constructed loss function,
detailed in Theorem 2.5, demonstrates polynomial estima-
tion rates for b∗j and ν∗j .

Voronoi loss. Similar to Section 2.1, for each mixing mea-
sure G =

∑k
i=1 exp(β0i/τ)δ(β1i,τ,a,b,ν), we consider its

projection on the space Υ := R× R+ of parameters b∗j , ν
∗
j ,

that is, G|Υ :=
∑k

i=1 exp(β0i/τ)δ(bi,νi). Then, the loss

function of interest is defined as

D4(G
|Υ, G|Υ

∗ ) :=

k∗∑

j=1

∣∣∣
∑

i∈Aj

exp
(β0i
τ

)
− exp

(β∗
0j

τ∗

)∣∣∣

+
∑

j:|Aj |>1

∑

i∈Aj

exp
(β0i
τ

)[
|∆bij |r̄(|Aj |) + |∆νij |

r̄(|Aj |)
2

]

+
∑

j:|Aj |=1

∑

i∈Aj

exp
(β0i
τ

)[
|∆bij |+ |∆νij |

]
. (10)

Here, r̄(|Aj |) stands for the smallest positive integer r such
that the following system does not have any non-trivial
solutions for the unknown variables {pl, q1l, q2l}ml=1. :

|Aj |∑

l=1

∑

n1,n2∈N:
n1+2n2=s

p2l q
n1

1l q
n2

2l

n1! n2!
= 0, s = 1, 2, . . . , r, (11)

A solution is called non-trivial if all the values of pl are
different from zero, whereas at least one among q1l is non-
zero. (Ho & Nguyen, 2016) demonstrate that r̄(2) = 4,
r̄(3) = 6 and r̄(m) ≥ 7 when m ≥ 4.
Theorem 2.5. Under the over-specified settings, the fol-
lowing Total Variation lower bound holds true for any
G ∈ Gk(Θ):

EX [V (gG(·|X), gG∗(·|X))] ≳ D4(G
|Υ, G|Υ

∗ ).

This bound together with Theorem 2.1 leads to the paramet-
ric convergence rate of MLE: D4(Ĝ

|Υ
n , G

|Υ
∗ ) = Õ(n−1/2).

Proof of Theorem 2.5 is in Appendix B.4. The above result
reveals that the MLE Ĝn converges to the true mixing mea-
sure G∗ under the loss D4 at the parametric rate Õ(n−1/2),
which implies the followings:

(i) The rates for estimating parameters β∗
1j , ν

∗
j which are

fitted by one component, i.e. |Aj(Ĝn)| = 1, are of the
same order Õ(n−1/2). Compared to the rates resulted from
Theorem 2.3 under the exact-specified settings, those rates
remain unchanged under the over-specified settings.

(ii) For parameters β∗
1j , ν

∗
j which are approximated by

more than one component, i.e. |Aj(Ĝn)| > 1, their
estimation rates are of orders Õ(n−1/2r̄(|Aj(Ĝn)|)) and
Õ(n−1/r̄(|Aj(Ĝn)|)), respectively. For instance, if those pa-
rameters are fitted by two components, that is, |Aj(Ĝn)| =
2, then the previous rates become Õ(n−1/8) and Õ(n−1/4).
On the other hand, if |Aj(Ĝn)| = 3, then the rates for
estimating β∗

1j , ν
∗
j are of orders Õ(n−1/12) and Õ(n−1/6).

3. Activation Dense-to-sparse Gating Function
In this section, we propose a novel class of gating functions
named activation dense-to-sparse in order to improve the
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slow parameter estimation rates when using the dense-to-
sparse gate in Section 2.

To begin with, let us present the formulation of a Gaussian
MoE with the activation dense-to-sparse gating function.

Problem setup. Suppose that the data {(Xi, Yi)}ni=1 ⊂
Rd × R are i.i.d sampled from the activation dense-to-
sparse Gaussian MoE, whose conditional density function
pG∗(Y |X) is defined as:

k∗∑

i=1

Softmax
(σ((β∗

1i)
⊤X) + β∗

0i

τ∗

)

× f(Y |(a∗i )⊤X + b∗i , ν
∗
i ). (12)

In the model’s gating network, the output of a linear layer
undergoes an activation function σ before entering the soft-
max function. The activation function σ : R → R must
satisfy the conditions in Definition 3.2 and Definition 3.4
for exact-specified and over-specified settings, respectively.
These conditions mitigate the interaction of the softmax
temperature with other parameters in equation (7), address-
ing the slow rates discussed in Section 2. We maintain the
assumptions on the parameters outlined in Section 1, unless
explicitly stated otherwise.

Maximum likelihood estimation. According to the change
of gating function, let us re-define the MLE corresponding
to the model (12) as follows:

G̃n := argmax
G

1

n

n∑

i=1

log(pG(Yi|Xi)). (13)

Subsequently, we provide in the following theorem a con-
vergence rate of density estimation under the Gaussian MoE
model with the activation dense-to-sparse gate.

Theorem 3.1. Under the Total Variation distance, the den-
sity estimation pĜn

(Y |X) converges to the true density
pG∗(Y |X) at the following rate:

EX [V (pG̃n
(·|X), pG∗(·|X))] = Õ(n−1/2).

Proof of Theorem 3.1 is in Appendix A.2. The above bound
confirms that the density estimation rate under the Gaussian
MoE with the activation dense-to-sparse gate is of the same
order as that with the standard dense-to-sparse gate in The-
orem 2.1, which is Õ(n−1/2). Next, we utilize this result
to derive the parameter estimation rates for the model (12)
under the exact-specified and over-specified settings.

3.1. Exact-specified Setting
First of all, we introduce the conditions on the activation
function σ in the model (12) under this setting.

Definition 3.2 (First-order Independence). Let σ : R → R
be a differentiable function, and σ̄(X,w) := σ(w⊤X). We

say that σ is first-order independent if the set
{
1, σ̄(X,w),

∂σ̄

∂w(u)
(X,w) : 1 ≤ u ≤ d

}
(14)

is linearly independent w.r.t X for any w ∈ Rd.

Example. It can be verified that the functions sigmoid(·)
and Gaussian error linear units GELU(·) (Hendrycks &
Gimpel, 2023) are first-order independent. On the other
hand, the function z 7→ zp for p ≥ 1 does not satisfy the
first-order independence condition in Definition 3.2.

Denote F̃ (Y |X,ω) := exp(
σ(β⊤

1 X)
τ )f(Y |a⊤X + b, ν).

Then, the first-order independence condition on the acti-
vation function σ guarantees that the interaction between τ
and β1 in equation (7) no longer holds true, that is,

∂F̃

∂τ
̸= 1

τ
· β⊤

1

∂F̃

∂β1
.

As a result, the estimation rates for parameters β∗
1j and τ∗

should be improved in comparison with those in Section 2.
To certify this point, we design the following Voronoi loss
function, and then provide in Theorem 3.3 the convergence
rate of the MLE under the exact-specified settings.

Voronoi loss. The Voronoi loss of interest is given by

D5(G,G∗) :=
k∗∑

j=1

∣∣∣
∑

i∈Aj

exp
(β0i
τ

)
− exp

(β∗
0j

τ∗

)∣∣∣

+

k∗∑

j=1

∑

i∈Aj

exp
(β0i
τ

)
Kij(1, 1, 1, 1, 1). (15)

Theorem 3.3. Under the exact-specified settings, the fol-
lowing Total Variation lower bound holds true for any
G ∈ Ek∗(Θ):

EX [V (pG(·|X), pG∗(·|X))] ≳ D5(G,G∗).

This bound together with Theorem 3.1 leads to the paramet-
ric convergence rate of MLE: D5(G̃n, G∗) = Õ(n−1/2).

Proof of Theorem 3.3 is in Appendix B.5. Theo-
rem 3.3 implies that all the rates for estimating parameters
β∗
1j , τ

∗, a∗j , b
∗
j , ν

∗
j are parametric on the sample size, stand-

ing at order Õ(n−1/2). It can be seen that the estimation
rates for β∗

1j and τ∗ when using the activation dense-to-
sparse gate become substantially faster than their counter-
parts when using the standard dense-to-sparse gate, which
are slower than Õ(n−1/2r) for any r ≥ 1. This highlights
the benefits of our proposed activation dense-to-sparse gate.

3.2. Over-specified Setting
In this section, we continue to characterize conditions for
the activation function σ under the over-specified settings
for the sake of enhancing the parameter estimation rates.
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Definition 3.4 (Second-order Independence). Let σ : R →
R be a twice differentiable function and σ̄(X,w) :=
σ(ω⊤X). We say that σ is second-order independent if
the set
{
1, σ̄(X,w), σ̄2(X,w),

∂σ̄

∂w(u)
(X,w),

(
σ̄ · ∂σ̄

∂w(u)

)
(X,w),

( ∂σ̄

∂w(u)
· ∂σ

∂w(v)

)
(X,w),

∂2σ̄

∂w(u)∂w(v)
(X,w) : 1 ≤ u, v ≤ d

}

is linearly independent for almost surely X for any w ∈ Rd.

Example. We can validate that the function sigmoid(·) and
Gaussian error linear units GELU(·) (Hendrycks & Gimpel,
2023) also meet the second-order independence condition.
Additionally, since the second-order independence condition
implies the first-order one, the function z 7→ zp, for p ≥ 1,
is still not second-order independent.

The second-order independence condition on the activation
function σ ensures that there are no interactions of the soft-
max temperature with other parameters as in equation (7),
i.e.

∂F̃

∂τ
̸= 1

τ
· β⊤

1

∂F̃

∂β1
;

∂2F̃

∂τ ∂b
̸= 1

τ2
· β⊤

1

∂F̃

∂a
.

Consequently, not only the rates for estimating β∗
1j and

τ∗ should be improved under the over-specified settings
as in Section 3.1 but also those for parameters a∗j . Now,
it is necessary to build a Voronoi loss function to give a
theoretical guarantee for that claim in Theorem 3.5.

Voronoi loss. Then, the Voronoi loss of interest is given by

D6(G,G∗) :=
k∗∑

j=1

∣∣∣
∑

i∈Aj

exp
(β0i
τ

)
− exp

(β∗
0j

τ∗

)∣∣∣

+
∑

j:|Aj |>1

∑

i∈Aj

exp
(β0i
τ

)
Kij

(
2, 2, 2, r̄(|Aj |),

r̄(|Aj |)
2

)

+
∑

j:|Aj |=1

∑

i∈Aj

exp
(β0i
τ

)
Kij(1, 1, 1, 1, 1). (16)

Theorem 3.5. Under the over-specified settings, the fol-
lowing Total Variation lower bound holds true for any
G ∈ Gk(Θ):

EX [V (pG(·|X), pG∗(·|X))] ≳ D6(G,G∗)

This bound together with Theorem 3.1 leads to the paramet-
ric convergence rate of MLE: D6(G̃n, G∗) = Õ(n−1/2).

Proof of Theorem 3.5 is in Appendix B.6. The above para-
metric convergence rate Õ(n−1/2) of the MLE G̃ to G∗
under the loss function D6 gives us the followings:

(i) Under the over-specified settings, parameters
β∗
1j , τ

∗, a∗j , b
∗
j , ν

∗
j which are fitted by one compo-

nent, i.e. |Aj(G̃n)| = 1, enjoy the same estimation rate
of order Õ(n−1/2). This result aligns with that under the
exact-specified settings in Theorem 3.3.

(ii) On the other hand, those for parameters approximated
by more than one component, i.e. |Aj(G̃n)| > 1, are no
longer homogeneous. In particular, the rates for estimating
β∗
1j , τ

∗, a∗j are of order Õ(n−1/4). At the same time, the

estimation rates for b∗j and ν∗j become Õ(n−1/2r̄(|Aj(G̃n)|))

and Õ(n−1/r̄(|Aj(G̃n)|)), respectively.

4. Numerical Experiments
In this section, we perform numerical experiments to empiri-
cally confirm the theoretical convergence rates of maximum
likelihood estimation (MLE) in both standard and activa-
tion dense-to-sparse gating MoE models. We employ an
Expectation-Maximization (EM) algorithm (Dempster et al.,
1977) for parameter estimation, utilizing synthetic datasets
generated from the true models in equation (1) and equation
(12). Further details on the experimental setups are deferred
to Appendix D due to the space limit.

Throughout the experiments under the over-specified setting,
we set true number of experts k∗ = 2 and the estimated num-
ber of experts k = k∗ + 1 = 3. We perform 40 experiments
for each sample size n in different setups, encompassing a
range of 20 distinct sample sizes whose values vary from
n = 104 to n = 105. Moreover, we use the sigmoid func-
tion as an activation for the activation dense-to-sparse gate.
The graphs in Figure 1 illustrate that the empirical conver-
gence rates of the MLE Ĝn to the true mixing measure G∗
under different Voronoi metrics.

4.1. Standard Dense-to-sparse Gating Function

Exact-specified setting. As illustrated in Figures 1a
and 1b, the convergence rate of D1,2(Ĝn, G∗) is signifi-
cantly slow as indicated by Theorem 2.2. Additionally,
that of D2(Ĝn, G∗) admits a much faster rate of order
Õ(n−1/2), which aligns with the result in Theorem 2.3.

Over-specified setting. Similar to the exact-specified
setting, as depicted in Figures 1d and 1e, the conver-
gence rate for D3,2(Ĝn, G∗) is notably slower than that
of D4(Ĝn, G∗), where D4(Ĝn, G∗) exhibits a parametric
rate of order Õ(n−1/2) per Theorem 2.4 and Theorem 2.5.

4.2. Activation Dense-to-sparse Gating Function
Illustrated in Figures 1c and 1f, the use of sigmoid activation
in the softmax gate leads to an enhanced rate of Õ(n−1/2)
for both exact-specified and over-specified settings. These
results totally match those in Theorem 3.3 and Theorem 3.5.
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(a) (Exact-specified) Convergence rate of
D1,2(Ĝn, G∗)

104 105
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10−2
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)

3.9 n−0.47

D2(Ĝn, G∗)

(b) (Exact-specified) Convergence rate of
D2(Ĝn, G∗)
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)
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D5(Ĝn, G∗)

(c) (Exact-specified with sigmoid activation)
Convergence rate of D5(Ĝn, G∗)

104 105

log(sample size)

100

4× 10−1

6× 10−1

2× 100

lo
g(

lo
ss

)

4.4 n−0.13

D3,2(Ĝn, G∗)

(d) (Over-specified) Convergence rate of
D3,2(Ĝn, G∗)
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(e) (Over-specified) Convergence rate of
D4(Ĝn, G∗)
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(f) (Over-specified with sigmoid activation)
Convergence rate of D6(Ĝn, G∗)

Figure 1. Log-log scaled plots for the empirical convergence rates of the MLE Ĝn for exact and over-specified settings. In these figures, the
corresponding empirical discrepancies are illustrated by the blue curves, while the orange dash-dotted lines represent for the least-squares
fitted linear regression lines. The error bars represent two times the empirical standard deviation under the exact-specified setting.

5. Practical Implications
In this section, we provide four main practical implications
from our theoretical results:

1. Expert Selection: An important application of the dense-
to-sparse MoE is to select the important experts (similar to
the popular top-K sparse MoE for large language models
in the literature). Our theory for parameter estimation have
direct indications for the sample efficiency of choosing the
important experts. In particular, it suggests that we need an
exponential number of data (roughly exp(1/ϵη) for some
η > 0 where ϵ is the desired approximation error) to esti-
mate the softmax gating function with temperature, which
directly implies that we need an exponential number of data
to select the important experts. This is undesirable in prac-
tice and would lead to potential wrong choice of important
experts when we only have a finite number of data. On the
other hand, for the proposed activation dense-to-sparse gate,
we can reduce that exponential number of data to only a
polynomial number of data (roughly ϵ−η̄ for some η̄ > 0)
to select the important experts, which is a considerable im-
provement in practice.

2. Expert Estimation: Apart from the benefit of sam-
ple complexity from dense-to-sparse to activation dense-
to-sparse models, the parameter estimation rates also di-

rectly imply the convergence behavior of estimating expert
networks, which is of practical interest. In particular, we
consider linear experts of the form a⊤x + b in our work,
and show that the estimation rate of the expert a⊤x+ b is
the slowest between the estimation rates of its parameters a
and b. For instance, it can be seen from Table 1 that under
the over-specified setting of the dense-to-sparse gate MoE
model, the rate for estimating b∗j is faster than that for a∗j .
Consequently, the expert estimation rate is equal to the rate
for estimating a∗j , which is slower than any polynomial rates.
By contrast, under the over-specified setting of the activa-
tion dense-to-sparse gate MoE model, since the estimation
rate of a∗j is improved to be faster than that of b∗j , the expert
admits the same estimation rate as b∗j , which is of order
Õ(n−1/2r̄), faster the previous one. From this observation,
we see that the parameter estimation problem also provides
useful insights in designing the gating mechanism of MoE
models, which helps enhance the performance of expert
networks significantly.

3. Misspecified settings: In this paper, we consider a
well-specified setting where the data are assumed to be
sampled from the (activation) dense-to-sparse gating Gaus-
sian MoE in order to lay the foundation for a more real-
istic yet challenging misspecified setting where the data
are not necessarily generated from these models. Under

8



Is Temperature Sample Efficient for Softmax Gaussian Mixture of Experts?

that misspecified setting, we assume that the data are gen-
erated from the true but unknown conditional distribution
Q(Y |X), which is not either dense-to-sparse or activation
dense-to-sparse mixture of experts. Then, we can demon-
strate that the MLE Ĝn converges to a mixing measure
G ∈ argminG∈Gk(Θ) KL(Q(Y |X)||gG(Y |X)) where KL
stands for the Kullback-Leibler divergence, and gG(Y |X)
is the conditional density of the (activation) dense-to-sparse
gate Gaussian MoE. As Q(Y |X) does not belong to the (ac-
tivation) dense-to-sparse MoEs, the optimal mixing measure
will be in the boundary of the parameter space, namely, the
number of experts in Ḡ is k. Therefore, as n is sufficiently
large, Ĝn also has k experts.

The insights from our theories in the well-specified setting
indicate that the Voronoi losses can be used to obtain the
estimation rates of individual parameters of the MLE Ĝn to
those of G. From Table 1 in the manuscript, we can see that

(3.1) Dense-to-sparse MoE: the worst parameter estimation
rate of Ĝn toG could be as slow as 1/ logη(n) for some η >
0. It indicates that we still need exponential number of data
(roughly exp(1/ϵη) where ϵ is the desired approximation
error) to estimate G.

(3.2) Activation dense-to-sparse MoE: Under the misspec-
ified setting, the parameter estimation rate of Ĝn to G is
n−1/2. It indicates that we only need roughly ϵ−2 where ϵ
is the desired approximation error to estimate G.

As a consequence, under the misspecified settings, the pa-
rameter estimation rates achieved when we use the acti-
vation dense-to-sparse gate MoE in the above KL diver-
gence should be faster than those obtained when we use the
dense-to-sparse gate MoE. This explains why the activation
dense-to-sparse gate is a solution to the parameter estima-
tion problem, or more generally, the expert estimation and
selection problem of the MoE models.

4. Model design: From the benefits of the activation dense-
to-sparse gate for the expert estimation of MoE models
when using the temperature to smooth the expert selection
process, we deduce that it would be better to use a gating
network with sufficiently sophisticated activation functions
(e.g. sigmoid, GeLU, etc) rather than a simple linear gating
network.

6. Concluding Remarks
In this paper, we investigate the effects of the dense-to-
sparse gate on the convergence rates of maximum likelihood
estimation under the Gaussian mixture of experts. We dis-
cover that the density estimation rate is parametric on the
sample size. On the other hand, due to the interactions of
the temperature with both gating and expert parameters via
two partial differential equations, the rates for estimating
them are slower than any polynomial rates, and therefore,

could be as slow as O(1/ log(n)). To enhance the sample
efficiency of the temperature for the Gaussian mixture of
experts, we design a novel gating function called activation
dense-to-sparse, which routes the outputs of a linear layer
to an activation function before sending them to the softmax
function. We demonstrate that if the activation function
meets the first-order (second-order) independence condi-
tion, then the aforementioned interactions disappear, and
the parameter estimation rates become polynomial under
the exact-specified (over-specified) settings.

Following from the results in this work, there are a few
promising directions that we leave for future development:

Firstly, the convergence analysis of maximum likelihood
estimation in this paper is carried out under the assump-
tion that the data are sampled from the (activation) dense-
to-sparse gating Gaussian mixture of experts. How-
ever, when the data are not necessarily generated from
that model, such theoretical analysis has remained miss-
ing in the literature. More concretely, under that set-
ting, the MLE converges to a mixing measure G ∈
argminG∈Gk(Θ) KL(Q(Y |X)||gG(Y |X)) where Q(Y |X)
stands for the true conditional distribution of Y givenX and
KL denotes the Kullback-Leibler divergence. It is worth
noting that current techniques for analyzing the convergence
of the MLE apply only for the setting when the space of
mixing measures is convex. Since the space Gk(Θ) is non-
convex, it is essential to develop further technical tools to
establish the convergence rate of the MLE to the set of G.

Secondly, the current theories are for probabilistic settings
of dense-to-sparse gating mixture of experts, namely, when
the expert functions are means of the Gaussian distribution.
In practical applications, we usually consider the determin-
istic settings of dense-to-sparse gating mixture of experts of
the form:

∑k∗

i=1 Softmax
(

(β∗
1i)

⊤X+β∗
0i

τ

)
h(X, η∗i ) where

h(., η∗i ) are general expert functions for all i ∈ [k] and
utilize the least square loss function to estimate the true
parameters. Therefore, extending the current theories under
the probabilistic settings to those under the deterministic
settings is also practically important.
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Supplementary Material for
“Is Temperature Sample Efficient for Softmax Gaussian Mixture of Experts?”

In this supplementary material, we provide rigorous theoretical guarantee for the convergence rate of density estimation in
Appendix A, while we leave that for parameter estimation in Appendix B. We study the identifiability of the (activation)
dense-to-sparse gating Gaussian mixture of experts (MoE) in Appendix C. Finally, additional experiment setups are presented
in Appendix D.

A. Proofs for Density Estimation Rates
A.1. Proof of Theorem 2.1

In this proof, we will leverage results regarding the convergence rates of density estimation from MLE in [Theorem 7.4,
(van de Geer, 2000)]. Prior to presenting those result here, it is necessary to introduce some notations. Firstly, we denote by
Gk(Θ) the set of conditional densities of all mixing measures in Ok(Θ), that is, Gk(Θ) := {gG(Y |X) : G ∈ Gk(Θ)}. Next,
we define

G̃k(Θ) := {g(G+G∗)/2(Y |X) : G ∈ Ok(Θ)},
G̃1/2
k (Θ) := {g1/2(G+G∗)/2

(Y |X) : G ∈ Ok(Θ)}.

Additionally, for each δ > 0, the Hellinger ball centered around the conditional density gG∗(Y |X) and intersected with the
set G̃1/2

k (Θ) is defined as

G̃1/2
k (Θ, δ) :=

{
g1/2 ∈ G̃1/2

k (Θ) : h(g, gG∗) ≤ δ
}
.

In order to measure the size of the above set, Geer et. al. (van de Geer, 2000) suggest using the following quantity:

JB(δ, G̃1/2
k (Θ, δ)) :=

∫ δ

δ2/213
H

1/2
B (t, G̃1/2

k (Θ, t), ∥ · ∥) dt ∨ δ, (17)

where HB(t, G̃1/2
k (Θ, t), ∥ · ∥) stands for the bracketing entropy (van de Geer, 2000) of G̃1/2

k (Θ, u) under the ℓ2-norm, and
t ∨ δ := max{t, δ}. Now, let us recall the statement of Theorem 7.4 in (van de Geer, 2000) with notations being adapted to
this work.

Lemma A.1 (Theorem 7.4, (van de Geer, 2000)). Take Ψ(δ) ≥ JB(δ, G̃1/2
k (Θ, δ)) that satisfies Ψ(δ)/δ2 is a non-increasing

function of δ. Then, for some universal constant c and for some sequence (δn) such that
√
nδ2n ≥ cΨ(δn), we achieve that

P
(
EX [h(gĜn

(·|X), gG∗(·|X))] > δ
)
≤ c exp

(
−nδ

2

c2

)
,

for all δ ≥ δn, where h(g1, g2) :=
(

1
2

∫
(
√
g1 −√

g2)
2dµ

)1/2
is the Hellinger distance w.r.t Lebesgue measure µ.

Proof of Lemma A.1 can be found in (van de Geer, 2000). Subsequently, we provide below a result on the bound for the
bracketing entropy, which is essential for the proof of Theorem 2.1.

Lemma A.2. Assume that Θ is a bounded set, then the following inequality holds true for any 0 ≤ ε ≤ 1/2:

HB(ε,Gk(Θ), h) ≲ log(1/ε).

Proof of Lemma A.2 is deferred to Appendix A.1.2. Equipped with the results in Lemma A.1 and Lemma A.2, we present
the proof of Theorem 2.1 in Appendix A.1.1.

A.1.1. MAIN PROOF

It is worth noting that

HB(t, G̃1/2
k (Θ, t), ∥ · ∥) ≤ HB(t,Gk(Θ, t), h),

12
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for any t > 0. Then, we deduce from equation (17) that

JB(δ, G̃1/2
k (Θ, δ)) ≤

∫ δ

δ2/213
H

1/2
B (t,Gk(Θ, t), h) dt ∨ δ ≲

∫ δ

δ2/213
log(1/t)dt ∨ δ,

where the second inequality occurs due to the upper bound of a bracketing entropy in Lemma A.2.

Denote Ψ(δ) = δ · [log(1/δ)]1/2, it is clear that Ψ(δ)/δ2 is a non-increasing function of θ. Furthermore, it follows the
above inequality that Ψ(δ) ≥ JB(δ, G̃1/2

k (Θ, δ)). Additionally, let δn =
√
log(n)/n, we get that

√
nδ2n ≥ cΨ(δn) for some

universal constant c. Now, by applying Lemma A.1, we obtain that

P
(
EX [h(gĜn

(·|X), gG∗(·|X))] > C(log(n)/n)1/2
)
≲ exp(−c log(n)),

for some universal constant C that depends only on Θ. Since the Hellinger distance is lower bounded by the Total Variation
distance, i.e. h ≥ V , we also achieve that

P
(
EX [V (gĜn

(·|X), gG∗(·|X))] > C(log(n)/n)1/2
)
≲ exp(−c log(n)).

Hence, we reach the conclusion that EX [V (gĜn
(·|X), gG∗(·|X))] = Õ(n−1/2).

A.1.2. PROOF OF LEMMA A.2

First of all, we aim to derive an upper bound for the Gaussian density f(Y |a⊤X + b, ν). As both X and Θ are bounded sets,
we can find positive constants κ, u, ℓ that satisfy −κ ≤ a⊤X + b ≤ κ and ℓ ≤ ν ≤ u. Therefore, we have that

f(Y |a⊤X + b, ν) =
1√
2πν

exp
(
− (Y − a⊤X − b)2

2ν

)
≤ 1√

2πℓ
.

For any |Y | ≥ 2κ, we get that (Y−a⊤X−b)2

2ν ≥ Y 2

8u , implying that

f(Y |a⊤X + b, ν) ≤ 1√
2πℓ

exp
(
− Y 2

8u

)
.

Putting the above results together, it follows that f(Y |a⊤X + b, ν) ≤ B(Y |X), where we define

B(Y |X) =





1√
2πℓ

exp
(
− Y 2

8u

)
, |Y | ≥ 2κ;

1√
2πℓ

, otherwise.

Let η ≤ ε, we assume that the set Gk(Θ) has an η-cover (under ℓ1-norm) denoted by {π1, . . . , πN}, where N :=
N(η,Gk(Θ), ∥ · ∥1) is the η-covering number of the metric space (Gk(Θ), ∥ · ∥1). Then, we construct the brackets of the
form [Li(Y |X), Ui(Y |X)] for all i ∈ [N ] as follows:

Li(Y |X) := max{πi(Y |X)− η, 0},
Ui(Y |X) := min{πi(Y |X) + η,B(Y |X)}.

We can verify that Gk(Θ) ⊂ ⋃N
i=1[Li(Y |X), Ui(Y |X)] with a note that 0 ≤ Ui(Y |X)− Li(Y |X) ≤ min{2η,B(Y |X)}.

Next, for each i ∈ [N ], the term ∥Ui − Li∥1 is upper bounded as follows:

∥Ui − Li∥1 =

∫

|Y |<2κ

(Ui(Y |X)− Li(Y |X)) d(X,Y ) +

∫

|Y |≥2κ

(Ui(Y |X)− Li(Y |X)) d(X,Y )

≤ Rη + exp
(
− R2

2u

)
≤ R′η,

13
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in which R := max{2κ,
√
8u} log(1/η) and R′ > 0 is a universal constant. From the definition of bracketing entropy,

HB(R
′η,Gk(Θ), ∥ · ∥1) is the logarithm of the smallest number of brackets of size R′η necessary to cover Gk(Θ), which

leads to

HB(R
′η,Gk(Θ), ∥ · ∥1) ≤ logN = logN(η,Gk(Θ), ∥ · ∥1). (18)

As we demonstrate at the end of this proof, the covering number is bounded as logN(η,Gk(Θ), ∥ · ∥1) ≲ log(1/η). This
bound together with the result in equation (18) implies that

HB(R
′η,Gk(Θ), ∥ · ∥1) ≲ log(1/η).

By choosing η = ε/R′, we obtain that HB(ε,Gk(Θ), ∥ · ∥1) ≲ log(1/ε). Moreover, since the Hellinger distance is upper
bounded by the ℓ1-norm, we reach the desired conclusion that

HB(ε,Gk(Θ), h) ≲ log(1/ε).

Upper bound of the covering number. For completion, we establish the following upper bound for the covering number:

logN(η,Gk(Θ), ∥ · ∥1) ≲ log(1/η).

Since Θ is a compact set, it follows that ∆ := {(β0, β1, τ) ∈ R×Rd×R+ : (β0, β1, τ, a, b, ν) ∈ Θ} and Ω := {(a, b, ν) ∈
Rd × R × R+ : (β0, β1, τ, a, b, ν) ∈ Θ} are also compact. Therefore, there exist η-covers ∆η and Ωη for ∆ and Ω,
respectively. Additionally, we can validate that |∆η| ≤ O(η−(d+2)k) and |Ωη| ≤ O(η−(d+2)k).

Subsequently, for each mixing measure G =
∑k

i=1 exp
(

β0i

τ

)
δ(β1i,τ,ai,bi,νi) ∈ Ok(Θ), we consider another one denoted

by G̃ :=
∑k

i=1 exp
(

β0i

τ

)
δ(β1i,τ,ai,bi,νi)

, where (ai, bi, νi) ∈ Ωη such that (ai, bi, νi) are the closest to (ai, bi, νi) in that

set for all i ∈ [k]. Besides, we also take into account the mixing measure G :=
∑k

i=1 exp
(

β0i

τ

)
δ(β1i,τ ,ai,bi,νi)

, where

(β0i, β1i, τ) ∈ ∆η are the closest to (β0i, β1i, τ) in that set. It can be verified that the conditional density gG belongs to the
following set:

R := {gG ∈ Gk(Θ) : (β0i, β1i, τ) ∈ ∆η, (ai, bi, νi) ∈ Ωη, ∀i ∈ [k]} .

It follows from the formulation of G̃ that

∥gG − gG̃∥1 ≤
k∑

i=1

∫
Softmax

( (β1i)⊤X + β0i
τ

)
·
∣∣∣f(Y |(ai)⊤X + bi, νi)− f(Y |(ai)⊤X + bi, νi)

∣∣∣d(X,Y )

≤
k∑

i=1

∫ ∣∣∣f(Y |(ai)⊤X + bi, νi)− f(Y |(ai)⊤X + bi, νi)
∣∣∣d(X,Y )

≲
k∑

i=1

(∥ai − ai∥+ |bi − bi|+ |νi − νi|)

≲ η, (19)

Since Softmax is a Lipschitz function with Lipschitz constant L ≥ 0, we get

∥gG̃ − gG∥1 ≤
k∑

i=1

∫ ∣∣∣Softmax
( (β1i)⊤X + β0i

τ

)
− Softmax

( (β1i)
⊤X + β0i

τ

)∣∣∣ · f(Y |(ai)⊤X + bi, νi)d(X,Y )

≲ L ·
k∑

i=1

∫ (∥∥∥β1i
τ

− β1i

τ

∥∥∥ · ∥X∥+
∣∣∣β0i
τ

− β0i

τ

∣∣∣
)
d(X,Y )

where the second inequality follows from the fact that the Gaussian density f(Y |(ai)⊤X + bi, νi) is bounded. Note that

∥∥∥β1i
τ

− β1i

τ

∥∥∥ =
∥∥∥β1i

(1
τ
− 1

τ

)
+
β1i − β1i

τ

∥∥∥ ≤ ∥β1i∥
ττ

· |τ − τ |+ ∥β1i − β1i∥
τ

≲ η.
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Similarly, we also get that
∣∣∣β0i

τ − β0i

τ

∣∣∣ ≲ η. Moreover, since X is a bounded set, there exists a constant B > 0 such that
∥X∥ ≤ B for any X ∈ X . As a result,

∥gG̃ − gG∥1 ≲ L ·
k∑

i=1

∫
(η ·B + η)d(X,Y ) ≤ Lkη(B + 1). (20)

Putting the bounds in equations (19) and (20) together with the triangle inequality, we receive that

∥gG − gG∥1 ≤ ∥gG − gG̃∥1 + ∥gG̃ − gG∥1 ≲ η,

which means that R is an η-cover (not necessarily smallest) of the metric space (Gk(Θ), ∥ · ∥1). By definition of the covering
number, we know that

N(η,Gk(Θ), ∥ · ∥1) ≤ |R| = |∆η| × |Ωη| ≤ O(η−(d+2)k) · O(η(−d+2)k) ≤ O(η−(2d+4)k),

which implies that

logN(η,Gk(Θ), ∥ · ∥1) ≲ log(1/η).

Hence, the proof is completed.

A.2. Proof of Theorem 3.1

Based on the proof of Theorem 2.1 in Appendix A.1, it suffices to establish the following upper bound for the covering
number of the metric space (Pk(Θ), ∥ · ∥1), where Pk(Θ) := {pG(Y |X) : G ∈ Ok(Θ)}, while other results can be
demonstrated in a similar fashion:

logN(η,Pk(Θ), ∥ · ∥1) ≲ log(1/η).

Recall that Θ is a compact set, it follows that ∆ := {(β0, β1, τ) ∈ R × Rd × R+ : (β0, β1, τ, a, b, ν) ∈ Θ} and
Ω := {(a, b, ν) ∈ Rd ×R×R+ : (β0, β1, τ, a, b, ν) ∈ Θ} are also compact. Therefore, there exist η-covers ∆η and Ωη for
∆ and Ω, respectively, with a note that |∆η| ≤ O(η−(d+2)k) and |Ωη| ≤ O(η−(d+2)k).

Next, for each mixing measure G =
∑k

i=1 exp
(

β0i

τ

)
δ(β1i,τ,ai,bi,νi) ∈ Ok(Θ), we consider another one denoted by

G̃ :=
∑k

i=1 exp
(

β0i

τ

)
δ(β1i,τ,ai,bi,νi)

, where (ai, bi, νi) ∈ Ωη such that (ai, bi, νi) are the closest to (ai, bi, νi) in that set

for all i ∈ [k]. Additionally, we also take into account the mixing measure G :=
∑k

i=1 exp
(

β0i

τ

)
δ(β1i,τ ,ai,bi,νi)

, where

(β0i, β1i, τ) ∈ ∆η are the closest to (β0i, β1i, τ) in that set. It can be verified that the conditional density pG belongs to the
following set:

R := {pG ∈ Gk(Θ) : (β0i, β1i, τ) ∈ ∆η, (ai, bi, νi) ∈ Ωη, ∀i ∈ [k]} .

From the formulation of G̃, we have that

∥pG − pG̃∥1 ≤
k∑

i=1

∫
Softmax

(σ((β1i)⊤X) + β0i
τ

)
·
∣∣∣f(Y |(ai)⊤X + bi, νi)− f(Y |(ai)⊤X + bi, νi)

∣∣∣d(X,Y )

≤
k∑

i=1

∫ ∣∣∣f(Y |(ai)⊤X + bi, νi)− f(Y |(ai)⊤X + bi, νi)
∣∣∣d(X,Y )

≲
k∑

i=1

(∥ai − ai∥+ |bi − bi|+ |νi − νi|)

≲ η, (21)
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Since Softmax is a Lipschitz function with Lipschitz constant L1 ≥ 0, we get

∥pG̃ − pG∥1 ≤
k∑

i=1

∫ ∣∣∣Softmax
(σ((β1i)⊤X) + β0i

τ

)
− Softmax

(σ((β1i)
⊤X) + β0i

τ

)∣∣∣ · f(Y |(ai)⊤X + bi, νi)d(X,Y )

≲ L1 ·
k∑

i=1

∫ (∣∣∣σ((β1i)
⊤X)

τ
− σ((β1i)

⊤X)

τ

∣∣∣+
∣∣∣β0i
τ

− β0i

τ

∣∣∣
)
d(X,Y )

where the second inequality follows from the fact that the Gaussian density f(Y |(ai)⊤X + bi, νi) is bounded. Note that

∣∣∣σ((β1i)
⊤X)

τ
− σ((β1i)

⊤X)

τ

∣∣∣

=
∣∣∣σ((β1i)⊤X)

(1
τ
− 1

τ

)
+
σ((β1i)

⊤X)− σ((β1i)
⊤X)

τ

∣∣∣

≤ |σ((β1i)⊤X)|
ττ

· |τ − τ |+ |σ((β1i)⊤X)− σ((β1i)
⊤X)|

τ
.

Since the function σ is differentiable, it is also Lipschitz with some Lipschitz constant L2 > 0 and |σ((β1i)⊤X)| is bounded.
Furthermore, as X is a bounded set, it follows that ∥X∥ is also bounded. Thus, we get

∣∣∣σ((β1i)
⊤X)

τ
− σ((β1i)

⊤X)

τ

∣∣∣

≤ |σ((β1i)⊤X)|
ττ

· |τ − τ |+ L2 ·
∥β1i − β1i∥ · ∥X∥

τ

≤ |σ((β1i)⊤X)|
ττ

· η + L2 ·
∥X∥
τ

· η
≲ η.

Analogously, we also have that
∣∣∣β0i

τ − β0i

τ

∣∣∣ ≲ η. Consequently,

∥pG̃ − pG∥1 ≲ L1 ·
k∑

i=1

∫
(η + η)d(X,Y ) ≤ 2L1kη. (22)

Putting the bounds in equations (21) and (22) together with the triangle inequality, we receive that

∥pG − pG∥1 ≤ ∥pG − pG̃∥1 + ∥pG̃ − pG∥1 ≲ η,

which means that R is an η-cover (not necessarily smallest) of the metric space (Pk(Θ), ∥ ·∥1). By definition of the covering
number, we know that

N(η,Pk(Θ), ∥ · ∥1) ≤ |R| = |∆η| × |Ωη| ≤ O(η−(d+2)k) · O(η(−d+2)k) ≤ O(η−(2d+4)k),

which implies that

logN(η,Pk(Θ), ∥ · ∥1) ≲ log(1/η).

Hence, the proof is completed.

B. Proofs for Parameter Estimation Rates
B.1. Proof of Theorem 2.2

Before going to the main proof of Theorem 2.2 in Appendix B.1.1, let us introduce a key lemma for that proof as follows:
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Lemma B.1. For any r ≥ 1, if the following holds :

lim
ε→0

inf
G∈Ek∗ (Θ):D1,r(G,G∗)≤ε

EX [V (gG(·|X), gG∗(·|X))]

D1,r(G,G∗)
= 0,

then we achieve that

inf
Gn∈Ek∗ (Θ)

sup
G∈Ek∗ (Θ)

EgG [D1,r(Gn, G)] ≳ n−1/2.

Proof of Lemma B.1 is deferred to Appendix B.1.2. Now, we are ready to present the main proof of Theorem 2.2.

B.1.1. MAIN PROOF

Based on the result of Lemma B.1, it is sufficient to construct a sequence of mixing measuresGn such that D1,r(Gn, G∗) → 0
and

EX [V (gGn
(·|X), gG∗(·|X))]

D1,r(Gn, G∗)
→ 0, (23)

as n→ ∞. For that purpose, we choose the following sequence: Gn =
∑k∗

i=1 exp
(

βn
0i

τn

)
δ(βn

1i,τ
n,an

i ,b
n
i ,ν

n
i ), where

• ani = a∗i , bni = b∗i , νni = ν∗i for any i ∈ [k∗];

• βn
1i = β∗

1i + sn,i, for any i ∈ [k∗];

• τn = τ∗ + tn;

• βn
0i =

(
1 +

tn
τ∗

)
β∗
0i, which implies that exp

(
βn
0i

τn

)
= exp

(
β∗
0i

τ∗

)
, for any i ∈ [k∗]

where sn,i := (s
(1)
n,i, . . . , s

(d)
n,i) ∈ Rd and tn ∈ R will be chosen later such that s(u)n,i → 0 and tn → 0 as n → ∞ for any

u ∈ [d] and i ∈ [k∗]. Then, the loss function D1,r is reduced to

D1,r(Gn, G∗) =
k∗∑

i=1

exp
(β∗

0i

τ∗

)
(∥sn,i∥r + trn). (24)

It is clear that D1,r(Gn, G∗) → 0 as n→ ∞. Now, we will show that EX [V (gGn(·|X), gG∗(·|X))]/D1,r(Gn, G∗) → 0 as

n→ ∞. Let us consider the quantity Qn :=
[∑k∗

i=1 exp
( (β∗

1i)
⊤X + β∗

0i

τ∗

)]
·
[
gGn(Y |X)− gG∗(Y |X)

]
, which can be

decomposed as follows:

Qn =

k∗∑

i=1

exp
(βn

0i

τn

)[
exp

( (βn
1i)

⊤X
τn

)
f(Y |(ani )⊤X + bni , ν

n
i )− exp

( (β∗
1i)

⊤X
τ∗

)
f(Y |(a∗i )⊤X + b∗i , ν

∗
i )
]

−
k∗∑

i=1

exp
(βn

0i

τn

)[
exp

( (βn
1i)

⊤X
τn

)
gGn(Y |X)− exp

( (β∗
1i)

⊤X
τ∗

)
gGn(Y |X)

]

+

k∗∑

i=1

[
exp

(βn
0i

τn

)
− exp

(β∗
0i

τ∗

)][
exp

( (β∗
1i)

⊤X
τ∗

)
f(Y |(a∗i )⊤X + b∗i , ν

∗
i )− exp

( (β∗
1i)

⊤X
τ∗

)
gGn(Y |X)

]

:= An −Bn + En.

Given the formulation of Gn, the term An can be simplified as

An =

k∗∑

i=1

exp
(β∗

0i

τ∗

)[
exp

( (βn
1i)

⊤X
τn

)
− exp

( (β∗
1i)

⊤X
τ∗

)]
f(Y |(a∗i )⊤X + b∗i , ν

∗
i )

17
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By means of first-order Taylor expansions, we can rewrite An as

An =

k∗∑

i=1

d∑

u=1

exp
(β∗

0i

τ∗

)[s(u)n,i

τ∗
− tn(β

∗
1i)

(u)

(τ∗)2

]
·X(u) exp

( (β∗
1i)

⊤X
τ∗

)
f(Y |(a∗i )⊤X + b∗i , ν

∗
i ) +R1(X,Y ),

where R1(X,Y ) is a Taylor remainder such that R1(X,Y )/D1,r(Gn, G∗) → 0 as n→ ∞. Then, by choosing

tn =
1

n
; s

(u)
n,i =

tn(β
∗
1i)

(u)

τ∗
=

(β∗
1i)

(u)

nτ∗
,

we obtain that An/D1,r(Gn, G∗) → 0 as n→ ∞.

Next, we consider the term Bn:

Bn =

k∗∑

i=1

exp
(β∗

0i

τ∗

)[
exp

( (βn
1i)

⊤X
τn

)
− exp

( (β∗
1i)

⊤X
τ∗

)]
gGn(Y |X).

By arguing similarly, we also get that Bn/D1,r(Gn, G∗) → 0 as n → ∞. Since we have En = 0, it follows that

Qn/D1,r(Gn, G∗) → 0 as n→ ∞. Moreover, as the term
[∑k∗

i=1 exp
( (β∗

1i)
⊤X + β∗

0i

τ∗

)]
is bounded, we can deduce that

|gGn
(·|X)− gG∗(·|X)|/D1,r(Gn, G∗) → 0 as n→ ∞ for almost surely X . As a consequence, we satisfy the condition in

equation (23). Hence, the proof is completed.

B.1.2. PROOF OF LEMMA B.1

For a sufficiently small ε > 0 and a fixed constant C1 > 0 that we will choose later, it follows from the assumption that
we can find a mixing measure G′

∗ ∈ Ek∗(Θ) that satisfies D1,r(G
′
∗, G∗) = 2ε and EX [V (gG′

∗
(·|X), gG∗(·|X)) ≤ C1ε.

Additionally, for any sequence Gn ∈ Ek∗(Θ), we have

2 max
G∈{G′

∗,G∗}
EgG [D1,r(Gn, G)] ≥ EgG∗

[D1,r(Gn, G∗)] + EgG′
∗
[D1,r(Gn, G

′
∗)],

where EgG stands for the expectation taken w.r.t the product measure with density gnG. Furthermore, since the loss D1,r

satisfies the weak triangle inequality, we can find a constant C2 > 0 such that

D1,r(Gn, G∗) +D1,r(Gn, G
′
∗) ≥ C2D1,r(G∗, G

′
∗) = 2C2ε.

Consequently, it follows that

max
G∈{G∗,G′

∗}
EgG [D1,r(Gn, G)] ≥

1

2

(
EgG∗

[D1,r(Gn, G∗)] + EgG′
∗
[D1,r(Gn, G

′
∗)]
)

≥ C2ε · inf
f1,f2

(
EgG∗

[f1] + EgG′
∗
[f2]
)
.

Here, f1 and f2 in the above infimum are measurable functions in terms of X1, X2, . . . , Xn that satisfy f1 + f2 = 1. By
the definition of Total Variation distance, the above infimum value is equal to 1− EX [V (gnG∗

(·|X), gnG′
∗
(·|X))]. Therefore,

we obtain that

max
G∈{G∗,G′

∗}
EgG [D1,r(Gn, G)] ≥ C2ε

(
1− EX [V (gnG∗

(·|X), gnG′
∗
(·|X))]

)

≥ C2ε
[
1−

√
1− (1− C2

1ε
2)n
]
.

By choosing ε = n−1/2/C1, we have C2
1ε

2 = 1
n , which implies that

sup
G∈Ek∗ (Θ)\Ok∗−1(Θ)

EgG [D1,r(Gn, G)] ≥ max
G∈{G∗,G′

∗}
EgG [D1,r(Gn, G)] ≳ n−1/2,

for any mixing measure Gn ∈ Ek∗(Θ). Hence, we reach the conclusion of Lemma B.1, that is,

inf
Gn∈Ek∗ (Θ)

sup
G∈Ek∗ (Θ)\Ok∗−1(Θ)

EgG [D1,r(Gn, G)] ≳ n−1/2,

for any r ≥ 1.

18
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B.2. Proof of Theorem 2.3

In this proof, our main goal is to prove the following inequality:

inf
G∈Ek∗ (Θ)

EX [V (gG(·|X), gG∗(·|X))]/D2(G
|Ψ, G|Ψ

∗ ) > 0. (25)

For that purpose, we divide the above inequality into local and global parts as below.

Local part: In this part, we aim to establish the following inequality:

lim
ε→0

inf
G∈Ek∗ (Θ):D2(G|Ψ,G

|Ψ
∗ )≤ε

EX [V (gG(·|X), gG∗(·|X))]/D2(G
|Ψ, G|Ψ

∗ ) > 0. (26)

Assume by contrary that the above inequality does not hold true, then there exists a sequence of mixing measures
Gn ∈ Ek∗(Θ) such that G|Ψ

n =
∑k∗

i=1 exp(β
n
0i/τ

n)δ(an
i ,b

n
i ,ν

n
i ) which satisfies D2n := D2(G

|Ψ
n , G

|Ψ
∗ ) → 0 and

EX [V (gGn
(·|X), gG∗(·|X))]/D2n → 0, (27)

as n→ ∞. Recall that under the exact-specified settings, each Voronoi cell An
i = Ai(Gn) has only one element. Therefore,

we may assume without loss of generality (WLOG) that An
i = {i} for any i ∈ [k∗]. Thus, the loss function D2n is reduced

to

D2n :=

k∗∑

i=1

exp
(βn

0i

τn

)[
∥∆ani ∥+ |∆bni |+ |∆νni |

]
+

k∗∑

i=1

∣∣∣ exp
(βn

0i

τn

)
− exp

(β∗
0j

τ∗

)∣∣∣ (28)

Since D2n → 0, we get that (ani , b
n
i , ν

n
i ) → (a∗i , b

∗
i , ν

∗
i ) and exp(βn

0i/τ
n) → exp(β∗

0i/τ
∗) as n → ∞. Now, we separate

the proof of local part into three steps as follows:

Step 1. In this step, we decompose the quantity Qn :=
[∑k∗

i=1 exp
( (β∗

1i)
⊤X + β∗

0i

τ∗

)]
· [gGn(Y |X)− gG∗(Y |X)] into

a linear combination of linearly independent terms. For the ease of presentation, let us denote F (Y ;X,β1, τ, a, b, ν) :=

exp
(

β⊤
1 X
τ

)
f(Y |a⊤X + b, ν) and H(Y ;X,β1, τ) := exp

(
σ(β⊤

1 X)
τ

)
gGn

(Y |X). Then, it can be checked that

Qn =

k∗∑

i=1

exp
(βn

0i

τn

)[
F (Y ;X,βn

1i, τ
n, ani , b

n
i , ν

n
i )− F (Y ;X,β∗

1i, τ
∗, a∗i , b

∗
i , ν

∗
i )
]

−
k∗∑

i=1

exp
(βn

0i

τn

)[
H(Y ;X,βn

1i, τ
n)−H(Y ;X,β∗

1i, τ
∗)
]

+

k∗∑

i=1

[
exp

(βn
0i

τn

)
− exp

(β∗
0i

τ∗

)]
· exp

( (β∗
1i)

⊤X
τ∗

)
f(Y |(a∗i )⊤X + b∗i , ν

∗
i )

−
k∗∑

i=1

[
exp

(βn
0i

τn

)
− exp

(β∗
0i

τ∗

)]
· exp

( (β∗
1i)

⊤X
τ∗

)
gGn

(Y |X)

: = An −Bn + En,1 − En,2.

Next, by means of the first-order Taylor expansion, we get that

An =

k∗∑

i=1

exp
(βn

0i

τn

) ∑

|α|=1

(∆βn
1i)

α1(∆τn)α2(∆ani )
α3(∆bni )

α4(∆νni )
α5

× ∂F

∂βα1
1 ∂τα2 ∂aα3 ∂bα4 ∂να5

(Y ;X,β∗
1i, τ

∗, a∗i , b
∗
i , ν

∗
i ) +R1(X,Y ),

where R1(X,Y ) is a Taylor remainder such that R1(X,Y )/D2n → 0 as n→ ∞. Let us denote

F (η)(Y ;X,ω∗
i ) := exp

( (β∗
1i)

⊤X
τ∗

)
· ∂

ηf

∂hη1
(Y |(a∗i )⊤X + b∗i , ν

∗
i ),
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for any η ∈ N, where ω∗
i := (β∗

1i, τ
∗, a∗i , b

∗
i , ν

∗
i ). Then, the first derivatives of function F w.r.t its parameters are given by

∂F

∂β
(u)
1

(Y ;X,ω∗
i ) =

X(u)

τ∗
F (Y ;X,ω∗

i ),
∂F

∂τ
(Y ;X,ω∗

i ) = − (β∗
1i)

⊤X
(τ∗)2

F (Y ;X,ω∗
i ),

∂F

∂a(u)
(Y ;X,ω∗

i ) = X(u)F (1)(Y ;X,ω∗
i ),

∂F

∂b
(Y ;X,ω∗

i ) = F (1)(Y ;X,ω∗
i ),

∂F

∂ν
(Y ;X,ω∗

i ) =
1

2
F (2)(Y ;X,ω∗

i ).

(29)

From this result, we can rewrite An as

An =

k∗∑

i=1

exp
(βn

0i

τn

)[ d∑

u=1

( (∆βn
1i)

(u)

τ∗
− (∆τn)(β∗

1i)
(u)

(τ∗)2

)
X(u)F (Y ;X,ω∗

i ) +

d∑

u=1

(∆ani )
(u)X(u)F (1)(Y ;X,ω∗

i )

+ (∆bni )F
(1)(Y ;X,ω∗

i ) +
1

2
(∆νni )F

(2)(Y ;X,ω∗
i )
]
+R1(X,Y ),

Analogously, we also apply the first-order Taylor expansion to the term Bn and get that

Bn =

k∗∑

i=1

exp
(βn

0i

τn

) ∑

|γ|=1

(∆βn
1i)

γ1(∆τn)γ2 · ∂H

∂βγ1

1 ∂τγ2
(Y ;X,β∗

1i, τ
∗) +R2(X,Y ),

=

k∗∑

i=1

exp
(βn

0i

τn

) d∑

u=1

(∆βn
1i

τ∗
− (β∗

1i)
(u)

(τ∗)2

)
X(u)H(Y ;X,β∗

1i, τ
∗) +R2(X,Y )

where R2(X,Y ) is a Taylor remainder such that R2(X,Y )/D2n → 0 as n→ ∞.

As a result, we can represent Qn as

Qn =

k∗∑

i=1

2∑

η=0

Cn,η,i(X)F (η)(Y ;X,ω∗
i )−

k∗∑

i=1

Cn,0,i(X)H(Y ;X,β∗
1i, τ

∗) +R1(X,Y )−R2(X,Y ), (30)

where we define

Cn,0,i(X) :=
[
exp

(βn
0i

τn

)
− exp

(β∗
0i

τ∗

)]
+ exp

(βn
0i

τn

) d∑

u=1

[ (∆βn
1i)

(u)

τ∗
− (∆τn)(β∗

1i)
(u)

(τ∗)2

]
·X(u),

Cn,1,i(X) := exp
(βn

0i

τn

)[ d∑

u=1

(∆ani )
(u)X(u) + (∆bni )

]
,

Cn,2,i(X) := exp
(βn

0i

τn

)
· (∆ν

n
i )

2
.

From the above results, we can treat [Qn −R1(X,Y ) +R2(X,Y )]/D2n as a combination of elements from the following
set:

{
F (Y ;X,ω∗

i ), X
(u)F (Y ;X,ω∗

i ), F
(1)(Y ;X,ω∗

i ), X
(u)F (1)(Y ;X,ω∗

i ), F
(2)(Y ;X,ω∗

i ) : u ∈ [d], i ∈ [k∗]
}

∪
{
H(Y ;X,β∗

1i, τ
∗), X(u)H(Y ;X,β∗

1i, τ
∗) : u ∈ [d], i ∈ [k∗]

}
.

Step 2. In this step, we demonstrate that at least one among the coefficients in the representation of [Qn − R1(X,Y ) +
R2(X,Y )]/D2n does not converge to zero when n → ∞. Assume by contrary that all of them go to 0 as n → ∞. By
taking the summation of the absolute values of the coefficients of F (Y ;X,ω∗

i ), we get that

1

D2n
·

k∗∑

i=1

∣∣∣ exp
(βn

0i

τn

)
− exp

(β∗
0i

τ∗

)∣∣∣→ 0. (31)

Next, by taking the summation of the absolute values of the coefficients associated with
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• X(u)F (1)(Y ;X,ω∗
i ): we have that 1

D2n
·∑k∗

i=1 exp
(

βn
0i

τn

)
∥∆ani ∥1 → 0;

• F (1)(Y ;X,ω∗
i ): we have that 1

D2n
·∑k∗

i=1 exp
(

βn
0i

τn

)
|∆bni | → 0;

• F (2)(Y ;X,ω∗
i ): we have that 1

D2n
·∑k∗

i=1 exp
(

βn
0i

τn

)
|∆νni | → 0;

Due to the topological equivalence between ℓ1-norm and ℓ2-norm, it follows that

1 =
1

D2n
·

k∗∑

i=1

exp
(βn

0i

τn

)(
∥∆ani ∥+ |∆bni |+ |∆νni |

)
→ 0, (32)

which is a contradiction. Consequently, not all the coefficients in the representation of [Qn −R1(X,Y ) +R2(X,Y )]/D2n

converge to zero when n→ ∞.

Step 3. In this step, we leverage the Fatou’s lemma to show a result contradicting to that in Step 2. In particular, by the
Fatou’s lemma, we have

lim
n→∞

EX [V (gGn
(·|X), gG∗(·|X))]

D2n
≥
∫

lim inf
n→∞

|gGn
(Y |X)− gG∗(Y |X)|

2D2n
d(X,Y ).

Moreover, recall from the hypothesis in equation (27) that EX [V (gGn
(·|X), gG∗(·|X))]/D2n → 0 as n→ ∞. Therefore,

we deduce that
|gGn(Y |X)− gG∗(Y |X)|

D2n
→ 0,

for almost surely (X,Y ). Since the term
[∑k∗

i=1 exp
( (β∗

1i)
⊤X + β∗

0i

τ∗

)]
is bounded, we also have that

Qn

D2n
→ 0 as

n→ ∞. Following from the results in equation (30), Qn can be represented as

Qn =

k∗∑

i=1

2∑

η=0

Cn,η,i(X)F (η)(Y ;X,ω∗
i )−

k∗∑

i=1

Cn,0,i(X)H(Y ;X,β∗
1i, τ

∗) +R1(X,Y )−R2(X,Y ).

Since R1(X,Y )/D2n → 0 and R2(X,Y )/D2n → 0 as n → ∞, we can deduce that Cn,η,i(X)/D2n must be bounded
for any η ∈ {0, 1, 2}. Indeed, if at least one among them is not bounded, then that ratio will go to infinity, implying that
Qn/D2n ̸→ 0, which is a contradiction. Thus, for each η ∈ {0, 1, 2}, we can replace Cn,η,i(X) by one of its subsequences
such that the ratio Cn,η,i(X)/D2n has a finite limit as n→ ∞. Let us denote,

1

D2n
·
[
exp

(βn
0i

τn

)
− exp

(β∗
0i

τ∗

)]
→ ϕ0,i,

1

D2n
· exp

(βn
0i

τn

)
(∆βn

1i)
(u) → ϕ

(u)
1,i ,

1

D2n
· exp

(βn
0i

τn

)
(∆τn) → ϕ2,i,

1

D2n
· exp

(βn
0i

τn

)
(∆ani )

(u) → ϕ
(u)
3,i ,

1

D2n
· exp

(βn
0i

τn

)
(∆bni ) → ϕ4,i,

1

D2n
· exp

(βn
0i

τn

)
(∆νni ) → ϕ5,i.

Then, we have

Qn

D2n
→

k∗∑

i=1

2∑

η=0

C∗
η,i(X) · F (η)(Y ;X,ω∗

i )−
k∗∑

i=1

C∗
0,i(X) ·H(Y ;X,β∗

1i, τ
∗),

as n→ ∞, for almost surely (X,Y ), where we define

C∗
0,i(X) := ϕ0,i +

d∑

u=1

[ϕ(u)1,i

τ∗
− ϕ2,i

(τ∗)2
· (β∗

1i)
(u)
]
·X(u), (33)

C∗
1,i(X) :=

d∑

u=1

ϕ
(u)
3,i ·X(u) + ϕ4,i, (34)

C∗
2,i(X) :=

1

2
ϕ5,i, (35)
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for any i ∈ [k∗]. In other words, we have

k∗∑

i=1

2∑

η=0

C∗
η,i(X) · F (η)(Y ;X,ω∗

i )−
k∗∑

i=1

C∗
0,i(X) ·H(Y ;X,β∗

1i, τ
∗) = 0,

for almost surely (X,Y ). Since the set {F (η)(Y ;X,ω∗
i ), H(Y ;X,β∗

1i, τ
∗) : η ∈ {0, 1, 2}, i ∈ [k∗]} is linearly inde-

pendent, we achieve that C∗
η,i(X) = 0 for almost surely X for any η ∈ {0, 1, 2}. As C∗

1,i(X) = 0, we deduce that

ϕ
(u)
3,i = ϕ3,i = 0 for any u ∈ [d] and i ∈ [k∗]. Next, since C∗

2,i(X) = 0, we have that ϕ5,i = 0 for any i ∈ [k∗]. However,

it follows from the results in Step 2 that at least one among ϕ(u)3,i , ϕ4,i and ϕ5,i must be different from zero, which is a
contradiction. Hence, we achieve the local inequality in equation (26). Therefore, we can find a constant ε′ > 0 such that

inf
G∈Ek∗ (Θ):D2(G|Ψ,G

|Ψ
∗ )≤ε′

EX [V (gG(·|X), gG∗(·|X))]/D2(G
|Ψ, G|Ψ

∗ ) > 0.

Global part. As a consequence, it suffices to demonstrate the following inequality:

inf
G∈Ek∗ (Θ):D2(G|Ψ,G

|Ψ
∗ )>ε′

EX [V (gG(·|X), gG∗(·|X))]/D2(G
|Ψ, G|Ψ

∗ ) > 0. (36)

Assume by contrary that the above claim does not hold true, then we can seek a sequence of mixing measures G′
n ∈ Ek∗(Ω)

such that D2((G
′
n)

|Ψ, G|Ψ
∗ ) > ε′ and

lim
n→∞

EX [V (gG′
n
(·|X), gG∗(·|X))]

D2((G′
n)

|Ψ, G|Ψ
∗ )

= 0,

which directly implies that EX [V (gG′
n
(·|X), gG∗(·|X))] → 0 as n → ∞. Recall that Θ is a compact set, therefore,

we can replace the sequence G′
n by one of its subsequences that converges to a mixing measure G′ ∈ Ek∗(Ω). Since

D2((G
′
n)

|Ψ, G|Ψ
∗ ) > ε′, this result induces that D2((G

′)|Ψ, G|Ψ
∗ ) > ε′.

Next, by invoking the Fatou’s lemma, it follows that

0 = lim
n→∞

EX [2V (gG′
n
(·|X), gG∗(·|X))] ≥

∫
lim inf
n→∞

∣∣∣gG′
n
(Y |X)− gG∗(Y |X)

∣∣∣ d(X,Y ).

Thus, we get that pG′(Y |X) = gG∗(Y |X) for almost surely (X,Y ). From Proposition C.1, we know that the model (1) is
identifiable, which indicates that G′ ≡ G∗. As a consequence, we have that D2((G

′)|Ψ, G|Ψ
∗ ) = 0, contradicting the fact

that D2((G
′)|Ψ, G|Ψ

∗ ) > ε′ > 0.

Hence, the proof is completed.

B.3. Proof of Theorem 2.4

First of all, we provide a useful lemma that will be utilized for this proof as follows:
Lemma B.2. For any r ≥ 1, if the following holds :

lim
ε→0

inf
G∈Gk(Θ):D3,r(G,G∗)≤ε

EX [V (gG(·|X), gG∗(·|X))]

D3,r(G,G∗)
= 0,

then we achieve that

inf
Gn∈Gk(Θ)

sup
G∈Gk(Θ)\Ok∗−1(Θ)

EgG [D3,r(Gn, G)] ≳ n−1/2.

The proof of Lemma B.2 can be done similarly as in Appendix B.1.2. Following from this lemma, it suffices to build a
sequence of mixing measures Gn that satisfies D3,r(Gn, G∗) → 0 and

EX [V (gGn(·|X), gG∗(·|X))]

D3,r(Gn, G∗)
→ 0, (37)

as n→ ∞. To this end, we take into account the mixing measure sequence Gn =
∑k∗

i=1 exp
(

βn
0i

τn

)
δ(βn

1i,τ
n,an

i ,b
n
i ,ν

n
i ), where

we define for any j ∈ [k∗] that
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• ani = a∗j , bni = b∗j , νni = ν∗j for any i ∈ Aj ;

• βn
1i = β∗

1j + sn,j , for any i ∈ Aj ;

• τn = τ∗ + tn;

• βn
0i = τn ·

[
β∗
0j

τ∗ − log(|Aj |)
]
, which implies that

∑
i∈Aj

exp
(

βn
0i

τn

)
= exp

(
β∗
0j

τ∗

)
, for any i ∈ Aj ,

where sn,j := (s
(1)
n,j , . . . , s

(d)
n,j) ∈ Rd and tn ∈ R will be chosen later such that s(u)n,j → 0 and tn → 0 as n → ∞ for any

u ∈ [d] and j ∈ [k∗]. Then, the loss function D3,r is reduced to

D3,r(Gn, G∗) =
k∗∑

j=1

|Aj | · exp
(β∗

0j

τ∗

)
(∥sn,j∥r + trn).

Obviously, we have that D3,r(Gn, G∗) → 0 as n→ ∞.

Now, we will show that EX [V (gGn
(·|X), gG∗(·|X))]/D3,r(Gn, G∗) → 0 as n → ∞. Let us consider the quantity

Qn :=
[∑k∗

j=1 exp
( (β∗

1i)
⊤X + β∗

0i

τ∗

)]
·
[
gGn

(Y |X)− gG∗(Y |X)
]
, which can be represented as as follows:

Qn =

k∗∑

j=1

∑

i∈Aj

exp
(βn

0i

τn

)[
exp

( (βn
1i)

⊤X
τn

)
f(Y |(ani )⊤X + bni , ν

n
i )− exp

( (β∗
1j)

⊤X

τ∗

)
f(Y |(a∗j )⊤X + b∗j , ν

∗
j )
]

−
k∗∑

j=1

∑

i∈Aj

exp
(βn

0i

τn

)[
exp

( (βn
1i)

⊤X
τn

)
gGn

(Y |X)− exp
( (β∗

1j)
⊤X

τ∗

)
gGn

(Y |X)
]

+

k∗∑

j=1

[ ∑

i∈Aj

exp
(βn

0i

τn

)
− exp

(β∗
0j

τ∗

)][
exp

( (β∗
1j)

⊤X

τ∗

)
f(Y |(a∗j )⊤X + b∗j , ν

∗
j )− exp

( (β∗
1j)

⊤X

τ∗

)
gGn(Y |X)

]

:= An −Bn + En.

Following from the formulation of Gn, we can rewrite the term An as

An =

k∗∑

i=1

∑

i∈Aj

exp
(βn

0i

τn

)[
exp

( (βn
1i)

⊤X
τn

)
− exp

( (β∗
1j)

⊤X

τ∗

)]
f(Y |(a∗j )⊤X + b∗j , ν

∗
j ).

By means of first-order Taylor expansions, we can rewrite An as

An =

k∗∑

j=1

∑

i∈Aj

d∑

u=1

exp
(βn

0i

τn

)[s(u)n,j

τ∗
−
tn(β

∗
1j)

(u)

(τ∗)2

]
·X(u) exp

( (β∗
1j)

⊤X

τ∗

)
f(Y |(a∗j )⊤X + b∗j , ν

∗
j ) +R1(X,Y ),

where R1(X,Y ) is a Taylor remainder such that R1(X,Y )/D1,r(Gn, G∗) → 0 as n→ ∞. Then, by choosing

tn =
1

n
; s

(u)
n,j =

tn(β
∗
1j)

(u)

τ∗
=

(β∗
1j)

(u)

nτ∗
,

we obtain that An/D3,r(Gn, G∗) → 0 as n→ ∞.

By arguing in the same fashion, we also get that Bn/D3,r(Gn, G∗) → 0 as n → ∞. As we have En = 0, it follows that

Qn/D3,r(Gn, G∗) → 0 as n→ ∞. Moreover, since the term
[∑k∗

j=1 exp
( (β∗

1j)
⊤X + β∗

0j

τ∗

)]
is bounded, we can deduce

that |gGn(Y |X)− gG∗(Y |X)|/D3,r(Gn, G∗) → 0 as n→ ∞ for almost surely (X,Y ). As a consequence, we satisfy the
condition in equation (37). Hence, the proof is completed.
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B.4. Proof of Theorem 2.5

Analogous to the proof of Theorem 2.3 in Appendix B.2, we aim to prove the following inequality:

inf
G∈Gk(Θ)

EX [V (gG(·|X), gG∗(·|X))]/D4(G
|Υ, G|Υ

∗ ) > 0. (38)

Moreover, we also divide the above inequality into local and global parts. Since the global part can be argued in the same
fashion as in Appendix B.2, we will demonstrate only the local part, that is

lim
ε→0

inf
G∈Gk(Θ):D4(G|Υ,G

|Υ
∗ )≤ε

EX [V (gG(·|X), gG∗(·|X))]/D4(G
|Υ, G|Υ

∗ ) > 0. (39)

Assume by contrary that the above claim does not hold true, then we can find a sequence of mixing measures Gn =∑k∗
i=1 exp(β

n
0i/τ

n)δ(βn
1i,τ

n,an
i ,b

n
i ,ν

n
i ) in Gk(Θ) that satisfies D4n := D4(G

|Υ
n , G

|Υ
∗ ) → 0 and

EX [V (gGn(·|X), gG∗(·|X))]/D4n → 0, (40)

as n→ ∞. Let us denote An
j = Aj(Gn), then the loss function D6n is reduced to

D4n :=
∑

j:|Aj |>1

∑

i∈Aj

exp
(βn

0i

τn

)[
|∆bnij |r̄j + |∆νnij |r̄j/2

]

+
∑

j:|Aj |=1

∑

i∈Aj

exp
(βn

0i

τn

)[
|∆bnij |+ |∆νnij |

]
+

k∗∑

j=1

∣∣∣
∑

i∈Aj

exp
(βn

0i

τn

)
− exp

(β∗
0j

τ∗

)∣∣∣ (41)

As D4n → 0, we get that (bni , ν
n
i ) → (b∗j , ν

∗
j ) and

∑
i∈Aj

exp(βn
0i/τ

n) → exp(β∗
0j/τ

∗) as n → ∞ for any i ∈ Aj and
j ∈ [k∗]. Now, we divide the proof of local part into three steps as follows:

Step 1. In this step, we decompose the quantity Qn :=
[∑k∗

j=1 exp
(β∗

1jX + β∗
0j

τ∗

)]
· [gGn

(Y |X) − gG∗(Y |X)] into a

linear combination of linearly independent terms. Firstly, let F (Y ;X,β1, τ, a, b, ν) := exp
(

β1X
τ

)
f(Y |aX + b, ν) and

H(Y ;X,β1, τ) := exp
(

β1X
τ

)
gGn

(Y |X). Then, it can be verified that

Qn =

k∗∑

j=1

∑

i∈Aj

exp
(βn

0i

τn

)[
F (Y ;X,βn

1i, τ
n, ani , b

n
i , ν

n
i )− F (Y ;X,β∗

1j , τ
∗, a∗j , b

∗
j , ν

∗
j )
]

−
k∗∑

j=1

∑

i∈Aj

exp
(βn

0i

τn

)[
H(Y ;X,βn

1i, τ
n)−H(Y ;X,β∗

1j , τ
∗)
]

+

k∗∑

j=1

[ ∑

i∈Aj

exp
(βn

0i

τn

)
− exp

(β∗
0i

τ∗

)]
· exp(β∗

1jX)f(Y |a∗jX + b∗j , ν
∗
j )

−
k∗∑

j=1

[ ∑

i∈Aj

exp
(βn

0i

τn

)
− exp

(β∗
0i

τ∗

)]
· exp(β∗

1jX)gGn(Y |X)

: = An −Bn + En,1 − En,2. (42)

Next, we continue to separate An into two terms as follows:

An : =
∑

j:|Aj |=1

∑

i∈Aj

exp
(βn

0i

τn

)[
F (Y ;X,βn

1i, τ
n, ani , b

n
i , ν

n
i )− F (Y ;X,β∗

1j , τ
∗, a∗j , b

∗
j , ν

∗
j )
]

+
∑

j:|Aj |>1

∑

i∈Aj

exp
(βn

0i

τn

)[
F (Y ;X,βn

1i, τ
n, ani , b

n
i , ν

n
i )− F (Y ;X,β∗

1j , τ
∗, a∗j , b

∗
j , ν

∗
j )
]

: = An,1 +An,2.
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Let us denote

F (η)(Y ;X,ω∗
j ) := exp

(β∗
1jX

τ∗

)∂ηf
∂hη1

(Y |a∗jX + b∗j , ν
∗
j ),

for any η ∈ N, where ω∗
j := (β∗

1j , τ
∗, a∗j , b

∗
j , ν

∗
j ). Then, by applying the first-order Taylor expansion as in equation (57), the

term An,1 can be decomposed as

An,1 =
∑

j:|Aj |=1

∑

i∈Aj

exp
(βn

0i

τn

) ∑

|α|=1

1

α!
(∆βn

1ij)
α1(∆τn)α2(∆anij)

α3(∆bnij)
α4(∆νnij)

α5

× ∂F

∂βα1
1 ∂τα2 ∂aα3 ∂bα4 ∂να5

(Y ;X,ω∗
j ) +R1(X,Y )

=
∑

j:|Aj |=1

∑

i∈Aj

exp
(βn

0i

τn

) ∑

|α|=1

1

α!
(∆βn

1ij)
α1(∆τn)α2(∆anij)

α3(∆bnij)
α4(∆νnij)

α5

× Xα1

(τ∗)α1
·
( α2∑

w=1

cw,β∗
1j ,τ

∗

(τ∗)α2
Xw
)
·Xα3F (α3+α4+2α5)(Y ;X,ω∗

j ) +R1(X,Y ),

where R1(X,Y ) is a Taylor remainder such that R1(X,Y )/D4n → 0 as n → ∞. By letting ℓ1 = α1 + w + α3 and
ℓ2 = α3 + α4 + 2α5, we obtain that

An,1 =
∑

j:|Aj |=1

2∑

ℓ1+ℓ2=1

∑

i∈Aj

∑

α∈Iℓ1,ℓ2

exp
(βn

0i

τn

)cℓ1−α1−α3,β∗
1j ,τ

∗

α!2α5(τ∗)α1+α2
(∆βn

1ij)
α1(∆τn)α2(∆anij)

α3(∆bnij)
α4(∆νnij)

α5

×Xℓ1F (ℓ2)(Y ;X,ω∗
j ) +R1(X,Y ), (43)

where

Iℓ1,ℓ2 := {(α1, α2, α3, α4, α5) ∈ N5 : α1 + α2 + α3 ≥ ℓ1, α3 + α4 + α5 = ℓ2}.
Regarding An,2, for each j : |Aj | > 1, by means of Taylor expansion of order r̄j , we have

An,2 =
∑

j:|Aj |>1

2r̄j∑

ℓ1+ℓ2=1

∑

i∈Aj

∑

α∈Iℓ1,ℓ2

exp
(βn

0i

τn

)cℓ1−α1−α3,β∗
1j ,τ

∗

α!2α5(τ∗)α1+α2
(∆βn

1ij)
α1(∆τn)α2(∆anij)

α3(∆bnij)
α4(∆νnij)

α5

×Xℓ1F (ℓ2)(Y ;X,ω∗
j ) +R2(X,Y ), (44)

where R2(X,Y ) is a Taylor remainder such that R2(X,Y )/D4n → 0 as n→ ∞. From the results in equations (43), (44)
and the definition of En,1, we get

An + En,1 =

k∗∑

j=1

2r̄j∑

ℓ1+ℓ2=0

Zn
ℓ1,ℓ2,j ·Xℓ1F (ℓ2)(Y ;X,ω∗

j ) +R1(X,Y ) +R2(X,Y ), (45)

where

Zn
ℓ1,ℓ2,j :=





∑
i∈Aj

∑
α∈Iℓ1,ℓ2

exp
(βn

0i

τn

)cℓ1−α1−α3,β∗
1j ,τ

∗

α!2α5(τ∗)α1+α2
(∆βn

1ij)
α1(∆τn)α2(∆anij)

α3(∆bnij)
α4(∆νnij)

α5 ,

(ℓ1, ℓ2) ̸= (0, 0);

∑
i∈Aj

exp
(βn

0i

τn

)
− exp

(β∗
0i

τ∗

)
, (ℓ1, ℓ2) = (0, 0).

Subsequently, we also separate Bn into two terms:

Bn :=
∑

j:|Aj |=1

∑

i∈Aj

exp
(βn

0i

τn

)[
H(Y ;X,βn

1i, τ
n)−H(Y ;X,β∗

1j , τ
∗)
]

+
∑

j:|Aj |>1

∑

i∈Aj

exp
(βn

0i

τn

)[
H(Y ;X,βn

1i, τ
n)−H(Y ;X,β∗

1j , τ
∗)
]

:= Bn,1 +Bn,2.
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By applying the first-order Taylor expansion to Bn,1, we have

Bn,1 =
∑

j:|Aj |=1

∑

i∈Aj

exp
(βn

0i

τn

) ∑

|γ|=1

1

γ!
(∆βn

1ij)
γ1(∆τn)γ2 · ∂

γ1+γ2H

∂βγ1

1 ∂τγ2
(Y ;X,β∗

1j , τ
∗) +R3(X,Y )

=
∑

j:|Aj |=1

∑

i∈Aj

exp
(βn

0i

τn

) ∑

|γ|=1

1

γ!
(∆βn

1ij)
γ1(∆τn)γ2

× Xγ1

(τ∗)γ1
·
( γ2∑

w=1

cw,β∗
1j ,τ

∗

(τ∗)γ2
Xw
)
H(Y ;X,β∗

1j , τ
∗) +R3(X,Y ),

where R3(X,Y ) is a Taylor remainder such that R3(X,Y )/D4n → 0 as n→ ∞. By letting ℓ = γ1 + w, we rewrite Bn,1

as

Bn,1 =
∑

j:|Aj |=1

∑

ℓ=1

∑

i∈Aj

∑

γ∈Jℓ

cℓ−γ1,β∗
1j ,τ

∗

γ!(τ∗)γ1+γ2
exp

(βn
0i

τn

)
(∆βn

1ij)
γ1(∆τn)γ2 ·XℓH(Y ;X,β∗

1j , τ
∗) +R3(X,Y ). (46)

Regarding Bn,2, by means of the second-order Taylor expansion, we get

Bn,2 =
∑

j:|Aj |>1

2∑

ℓ=1

∑

i∈Aj

∑

γ∈Jℓ

cℓ−γ1,β∗
1j ,τ

∗

γ!(τ∗)γ1+γ2
exp

(βn
0i

τn

)
(∆βn

1ij)
γ1(∆τn)γ2 ·XℓH(Y ;X,β∗

1j , τ
∗) +R4(X,Y ), (47)

where R4(X,Y ) is a Taylor remainder such that R4(X,Y )/D4n → 0 as n→ ∞. From the results in equations (46), (47)
and the definition of En,2, we obtain that

Bn + En,2 =

k∗∑

j=1

1+1|Aj |>1∑

ℓ=0

Zn
ℓ,0,j ·XℓH(Y ;X,β∗

1j , τ
∗) +R3(X,Y ) +R4(X,Y ). (48)

Combine equation (45) with equation (48), we have

Qn =

k∗∑

j=1

2r̄j∑

ℓ1+ℓ2=0

Zn
ℓ1,ℓ2,j ·Xℓ1F (ℓ2)(Y ;X,ω∗

j )−
k∗∑

j=1

1+1|Aj |>1∑

ℓ=0

Zn
ℓ,0,j ·XℓH(Y ;X,β∗

1j , τ
∗)

+R1(X,Y ) +R2(X,Y )−R3(X,Y )−R4(X,Y ). (49)

As a consequence, we can view [Qn−R1(X,Y )−R2(X,Y )+R3(X,Y )+R4(X,Y )]/D4n as a combination of elements
from the following set:

S :=
{
Xℓ1F (ℓ2)(Y ;X,ω∗

j ), X
ℓH(Y ;X,β∗

1j , τ
∗) : j ∈ [k∗], 0 ≤ ℓ1 + ℓ2 ≤ 2r̄j , 0 ≤ ℓ ≤ 1 + 1|Aj |>1

}
.

Step 2. In this step, we show that at least one among the ratios Zn
ℓ1,ℓ2,j

/D4n does not converge to zero as n→ ∞. Assume
by contrary that all of them go to zero. Then, by taking the summation of the absolute values of

• Zn
0,0,j/D4n for j ∈ [k∗], we have 1

D4n
·∑k∗

j=1

∣∣∣
∑

i∈Aj
exp

(
βn
0i

τn

)
− exp

(
β∗
0j

τ∗

)∣∣∣→ 0;

• Zn
0,1,j/D4n for j : |Aj | = 1, we have 1

D4n
·∑j:|Aj |=1

∑
i∈Aj

exp
(

βn
0i

τn

)
|∆bnij | → 0;

• Zn
0,2,j/D4n for j : |Aj | = 1, we have 1

D4n
·∑j:|Aj |=1

∑
i∈Aj

exp
(

βn
0i

τn

)
|∆νnij | → 0.

From the above limits and the formulation of D4n in equation (41), we deduce that

1

D4n
·
∑

j:|Aj |>1

∑

i∈Aj

exp
(βn

0i

τn

)(
|∆bnij |+ |∆νnij |

)
→ 1.

26



Is Temperature Sample Efficient for Softmax Gaussian Mixture of Experts?

This implies that there exists an index j∗ : |Aj | > 1 (WLOG assume that j∗ = 1) such that

1

D4n
·
∑

i∈A1

exp
(βn

0i

τn

)(
|∆bni1|+ |∆νni1|

)
̸→ 0.

Moreover, since

Zn
0,ℓ2,1

D4n
−
Zn
1,ℓ2,1

D4n
=

1

D4n
·
∑

i∈A1

∑

α4+2α5=ℓ2,
1≤α4+α5≤r̄1

1

α4!α5!2α5
(∆bni1)

α4(∆νni1)
α5 → 0,

for any 1 ≤ ℓ2 ≤ r̄1, we obtain that
∑

i∈A1

∑
α4+2α5=ℓ2,
1≤α4+α5≤r̄1

1
α4!α5!2α5

(∆bni1)
α4(∆νni1)

α5

∑
i∈A1

exp
(

βn
0i

τn

)(
|∆bni1|+ |∆νni1|

) → 0. (50)

Let us define Mn := max{|∆bni1|, |∆νni1|1/2 : i ∈ A1} and πn := maxi∈A1
exp(

βn
0i

τn ). Since the sequence exp
(

βn
0i

τn

)
/πn

is bounded, it is possible to replace it by its subsequence that has a positive limit q23i := limn→∞ exp(
βn
0i

τn )/πn. Thus, at
least one among q23i, for i ∈ A1, is equal to one.

In addition, we also define

(∆bni1)/Mn → q4i, (∆νni1)/[2Mn] → q5i.

It is worth noting that at least one among q4i and q5i for i ∈ A1 is equal to either 1 or −1. Subsequently, we divide both the
numerator and the denominator of the ratio in equation (50) by πnM

ℓ2
n , and then obtain the following system of polynomial

equations:

∑

i∈A1

∑

α4+2α5=ℓ,
1≤α4+α5≤r̄1

q23i q
α4
4i q

α5
5i

α4! α5!
= 0,

for all 1 ≤ ℓ2 ≤ r̄1. However, from the definition of r̄(|A1|), the above system does not have any non-trivial solutions,
which contradicts to the fact that at least one among q4i and q5i for i ∈ A1 is non-zero. Therefore, not all the ratios
Zn
ℓ1,ℓ2,j

/D4n converge to zero as n→ ∞.

Step 3. In this step, we leverage the Fatou’s lemma to show a result contradicting to that in Step 2. In particular, by the
Fatou’s lemma, we have

lim
n→∞

EX [V (gGn(·|X), gG∗(·|X))]

D4n
≥
∫

lim inf
n→∞

|gGn(Y |X)− gG∗(Y |X)|
2D4n

d(X,Y ).

Moreover, recall from the hypothesis in equation (40) that EX [V (gGn
(·|X), gG∗(·|X))]/D4n → 0 as n→ ∞. Therefore,

we deduce that
|gGn(Y |X)− gG∗(Y |X)|

D4n
→ 0,

for almost surely (X,Y ). Since the term
[∑k∗

j=1 exp
(β∗

1jX + β∗
0j

τ∗

)]
is bounded, we also have that

Qn

D4n
→ 0 as n→ ∞.

Following from the results in equation (49), we have

k∗∑

j=1

2r̄j∑

ℓ1+ℓ2=0

Zn
ℓ1,ℓ2,j

D4n
·Xℓ1F (ℓ2)(Y ;X,ω∗

j )−
k∗∑

j=1

1+1|Aj |>1∑

ℓ=0

Zn
ℓ,0,j

D4n
·XℓH(Y ;X,β∗

1j , τ
∗) → 0. (51)

Therefore, Zn
ℓ1,ℓ2,j

/D4n must be bounded for any j ∈ [k∗] and 0 ≤ ℓ1 + ℓ2 ≤ 2r̄j . Indeed, if at least one among them is not
bounded, then the ratio Zn

ℓ1,ℓ2,j
/D4n will go to infinity, implying that the left hand side of equation (51) does not go to zero,

27



Is Temperature Sample Efficient for Softmax Gaussian Mixture of Experts?

which is a contradiction. Thus, for each j ∈ [k∗] and 0 ≤ ℓ1 + ℓ2 ≤ 2r̄j , we can replace Zn
ℓ1,ℓ2,j

by one of its subsequences
such that the ratio Zn

ℓ1,ℓ2,j
/D4n has a finite limit as n→ ∞. Let us denote Zn

ℓ1,ℓ2,j
/D4n → Z∗

ℓ1,ℓ2,j
, then it follows from

the results in Step 2 that at least one among them is non-zero. Additionally, equation (51) indicates that

k∗∑

j=1

2r̄j∑

ℓ1+ℓ2=0

Z∗
ℓ1,ℓ2,j ·Xℓ1F (ℓ2)(Y ;X,ω∗

j )−
k∗∑

j=1

1+1|Aj |>1∑

ℓ=0

Z∗
ℓ,0,j ·XℓH(Y ;X,β∗

1j , τ
∗) = 0,

for almost surely (X,Y ). Since the set

S =
{
Xℓ1F (ℓ2)(Y ;X,ω∗

j ), X
ℓH(Y ;X,β∗

1j , τ
∗) : j ∈ [k∗], 0 ≤ ℓ1 + ℓ2 ≤ 2r̄j , 0 ≤ ℓ ≤ 1 + 1|Aj |>1

}

is linearly independent, we deduce that Z∗
ℓ1,ℓ2,j

= 0 for any j ∈ [k∗] and 0 ≤ ℓ1 + ℓ2 ≤ 2r̄j , which contradicts the fact that
at least one among them is different from zero. Hence, the proof is completed.

B.5. Proof of Theorem 3.3

In this proof, our main goal is to demonstrate the following inequality:

inf
G∈Ek∗ (Θ)

EX [V (pG(·|X), pG∗(·|X))]/D5(G,G∗) > 0. (52)

For that purpose, we separate the above inequality into local and global parts.

Local part: In this part, we aim to show that

lim
ε→0

inf
G∈Ek∗ (Θ):D5(G,G∗)≤ε

EX [V (pG(·|X), pG∗(·|X))]/D5(G,G∗) > 0. (53)

Assume by contrary that the above claim does not hold true, then we can find a sequence of mixing measures Gn =∑k∗
i=1 exp(β

n
0i/τ

n)δ(βn
1i,τ

n,an
i ,b

n
i ,ν

n
i ) in Ek∗(Θ) that satisfies D5n := D5(Gn, G∗) → 0 and

EX [V (pGn
(·|X), pG∗(·|X))]/D5n → 0, (54)

as n→ ∞. Recall that under the exact-specified settings, each Voronoi cell An
i = Ai(Gn) has only one element. Therefore,

we may assume without loss of generality (WLOG) that An
i = {i} for any i ∈ [k∗]. Thus, the loss function D5n is reduced

to

D5n :=

k∗∑

i=1

exp
(βn

0i

τn

)[
∥∆βn

1i∥+ |∆τn|+ ∥∆ani ∥+ |∆bni |+ |∆νni |
]
+

k∗∑

i=1

∣∣∣ exp
(βn

0i

τn

)
− exp

(β∗
0j

τ∗

)∣∣∣ (55)

Since D5n → 0, we get that (βn
1i, τ

n, ani , b
n
i , ν

n
i ) → (β∗

1i, τ
∗, a∗i , b

∗
i , ν

∗
i ) and exp(βn

0i/τ
n) → exp(β∗

0i/τ
∗) as n → ∞.

Now, we divide the proof of local part into three steps as follows:

Step 1. In this step, we decompose the quantity Qn :=
[∑k∗

i=1 exp
(σ((β∗

1i)
⊤X) + β∗

0i

τ∗

)]
· [pGn

(Y |X) − pG∗(Y |X)]

into a linear combination of linearly independent terms. Firstly, let σ̄(X,β1) := σ(β⊤
1 X), F (Y ;X,β1, τ, a, b, ν) :=

exp
(

σ̄(X,β1)
τ

)
f(Y |a⊤X + b, ν) and H(Y ;X,β1, τ) := exp

(
σ̄(X,β1)

τ

)
pGn(Y |X). Then, it can be verified that

Qn =

k∗∑

i=1

exp
(βn

0i

τn

)[
F (Y ;X,βn

1i, τ
n, ani , b

n
i , ν

n
i )− F (Y ;X,β∗

1i, τ
∗, a∗i , b

∗
i , ν

∗
i )
]

−
k∗∑

i=1

exp
(βn

0i

τn

)[
H(Y ;X,βn

1i, τ
n)−H(Y ;X,β∗

1i, τ
∗)
]

+

k∗∑

i=1

[
exp

(βn
0i

τn

)
− exp

(β∗
0i

τ∗

)]
· exp

( σ̄(X,β∗
1i)

τ∗

)
f(Y |(a∗i )⊤X + b∗i , ν

∗
i )

−
k∗∑

i=1

[
exp

(βn
0i

τn

)
− exp

(β∗
0i

τ∗

)]
· exp

( σ̄(X,β∗
1i)

τ∗

)
pGn(Y |X)

: = An −Bn + En,1 − En,2.
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Next, by means of the first-order Taylor expansion, we get that

An =

k∗∑

i=1

exp
(βn

0i

τn

) ∑

|α|=1

1

α!
(∆βn

1i)
α1(∆τn)α2(∆ani )

α3(∆bni )
α4(∆νni )

α5

× ∂F

∂βα1
1 ∂τα2 ∂aα3 ∂bα4 ∂να5

(Y ;X,β∗
1i, τ

∗, a∗i , b
∗
i , ν

∗
i ) +R1(X,Y ),

where R1(X,Y ) is a Taylor remainder such that R1(X,Y )/D5n → 0 as n→ ∞. Let us denote

F (η)(Y ;X,ω∗
i ) := exp

( σ̄(X,β∗
1i)

τ∗

)∂ηf
∂hη1

(Y |(a∗i )⊤X + b∗i , ν
∗
i ),

for any η ∈ N, where ω∗
i := (β∗

1i, τ
∗, a∗i , b

∗
i , ν

∗
i ). Then, the first derivatives of function F w.r.t its parameters are given by

∂F

∂β
(u)
1

(Y ;X,ω∗
i ) =

1

τ∗
· ∂σ̄

∂β
(u)
1

(X,β∗
1i)F (Y ;X,ω∗

i ),

∂F

∂τ
(Y ;X,ω∗

i ) = − σ̄(X,β
∗
1i)

(τ∗)2
F (Y ;X,ω∗

i ),

∂F

∂a(u)
(Y ;X,ω∗

i ) = X(u)F (1)(Y ;X,ω∗
i ),

∂F

∂b
(Y ;X,ω∗

i ) = F (1)(Y ;X,ω∗
i ),

∂F

∂ν
(Y ;X,ω∗

i ) =
1

2
F (2)(Y ;X,ω∗

i ), (56)

for any u ∈ [d] and i ∈ [k∗]. Then, the terms An and En,1 can be represented as

An =

k∗∑

i=1

2∑

η=0

Cn,η,i(X)F (η)(Y ;X,ω∗
i ) +R1(X,Y ), (57)

where we define for any i ∈ [k∗] and X ∈ X that

Cn,0,i(X) := exp
(βn

0i

τn

)[ d∑

u=1

(∆βn
1i)

(u)

τ∗
· ∂σ̄

∂β
(u)
1

(X,β∗
1i)−

(∆τn)

(τ∗)2
· σ̄(X,β∗

1i)
]
,

Cn,1,i(X) := exp
(βn

0i

τn

)[ d∑

u=1

(∆ani )
(u)X(u) + (∆bni )

]
,

Cn,2,i(X) := exp
(βn

0i

τn

)
· (∆ν

n
i )

2
. (58)

Thus, we can view the terms [An − R1(X,Y )]/D5n and En,1/D5n as a linear combination of elements from the set
F := ∪k∗

i=1 ∪2
η=0 Fi,η in which

Fi,0 :=
{ ∂σ̄

∂β
(u)
1

(X,β∗
1i)F (Y ;X,ω∗

i ) : u ∈ [d]
}
∪
{
σ̄(X,β∗

1i)F (Y ;X,ω∗
i )
}
∪
{
F (Y ;X,ω∗

i )
}
,

Fi,1 :=
{
X(u) · F (1)(Y ;X,ω∗

i ) : u ∈ [d]
}
∪
{
F (1)(Y ;X,ω∗

i )
}
,

Fi,2 :=
{
F (2)(Y ;X,ω∗

i )
}
,

where ω∗
i := (β∗

1i, τ
∗, a∗i , b

∗
i , ν

∗
i ), for any i ∈ [k∗]. Subsequently, we apply the first-order Taylor expansion to Bn as

follows:

Bn : =

k∗∑

i=1

exp
(βn

0i

τn

) ∑

|γ|=1

1

γ!
(∆βn

1i)
γ1(∆τn)γ2 · ∂H

∂βγ1

1 ∂τγ2
(Y ;X,β∗

1i, τ
∗) +R2(X,Y ),
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where R2(X,Y ) is a Taylor remainder such that R2(X,Y )/D5n → 0 as n→ ∞. Then, the term Bn can be represented as

Bn =

k∗∑

i=1

Cn,0,i(X)H(Y ;X,β∗
1i, τ

∗) +R2(X,Y ), (59)

where Cn,0,i(X) is defined in equation (58). Therefore, the terms [Bn −R2(X,Y )]/D5n and En,2/D5n can be treated as a
linear combination of elements from the set H := ∪k∗

i=1Hi, where we define for i ∈ [k∗] that

Hi :=
{ ∂σ̄
∂β1

(X,β∗
1i)H(Y ;X,β∗

1i, τ
∗) : u ∈ [d]

}
∪
{
σ̄(X,β∗

1i)H(Y ;X,β∗
1i, τ

∗)
}
∪
{
H(Y ;X,β∗

1i, τ
∗)
}
.

Step 2. In this step, we prove by contradiction that at least one among the coefficients in the representations of [An −
R1(X,Y )]/D5n, [Bn −R2(X,Y )]/D5n, En,1/D5n and En,2/D5n does not converge to zero when n→ ∞. Assume by
contrary that all of them go to 0 as n→ ∞. In the term En,1/D5n, by taking the summation of the absolute values of the
coefficients of F (Y ;X,ω∗

i ), we get that

1

D5n
·

k∗∑

i=1

∣∣∣ exp
(βn

0i

τn

)
− exp

(β∗
0i

τ∗

)∣∣∣→ 0. (60)

Next, by taking the summation of the absolute values of the coefficients associated with

•
∂σ̄

∂β
(u)
1

(X,β∗
1i)F (Y ;X,ω∗

i ) in F0: we have that 1
D5n

·∑k∗
i=1 exp

(
βn
0i

τn

)
∥∆βn

1i∥1 → 0;

• σ̄(X,β∗
1i)F (Y ;X,ω∗

i ) in F0: we have that 1
D5n

·∑k∗
i=1 exp

(
βn
0i

τn

)
|∆τn| → 0;

• X(u)F (1)(Y ;X,ω∗
i ) in F1: we have that 1

D5n
·∑k∗

i=1 exp
(

βn
0i

τn

)
∥∆ani ∥1 → 0;

• F (1)(Y ;X,ω∗
i ) in F1: we have that 1

D5n
·∑k∗

i=1 exp
(

βn
0i

τn

)
|∆bni | → 0;

• F (2)(Y ;X,ω∗
i ) in F2: we have that 1

D5n
·∑k∗

i=1 exp
(

βn
0i

τn

)
|∆νni | → 0;

Due to the topological equivalence between ℓ1-norm and ℓ2-norm, it follows that

1

D5n
·

k∗∑

i=1

exp
(βn

0i

τn

)(
∥∆βn

1i∥+ |∆τn|+ ∥∆ani ∥+ |∆bni |+ |∆νni |
)
→ 0. (61)

Putting the results in equations (60) and (61) and the formulation of the loss D5n in equation (55) together, we deduce that
1 = D5n/D5n → 0 as n → ∞, which is a contradiction. Consequently, not all the coefficients in the representations of
[An −R1(X,Y )]/D5n, [Bn −R2(X,Y )]/D5n, En,1/D5n and En,2/D5n converge to zero when n→ ∞.

Step 3. In this step, we utilize the Fatou’s lemma to demonstrate a result contradicting to that in Step 2. In particular, let
us denote mn as the maximum of the absolute values of the coefficients in the representations of [An −R1(X,Y )]/D5n,
[Bn − R2(X,Y )]/D5n, En,1/D5n and En,2/D5n. From the conclusion of Step 2, we know that 1/mn ̸→ ∞. Next, we
denote

1

mnD5n
·
[
exp

(βn
0i

τn

)
− exp

(β∗
0i

τ∗

)]
→ ϕ0,i,

1

mnD5n
· exp

(βn
0i

τn

)
(∆βn

1i)
(u) → ϕ

(u)
1,i ,

1

mnD5n
· exp

(βn
0i

τn

)
(∆τn) → ϕ2,i,

1

mnD5n
· exp

(βn
0i

τn

)
(∆ani )

(u) → ϕ
(u)
3,i ,

1

mnD5n
· exp

(βn
0i

τn

)
(∆bni ) → ϕ4,i,

1

mnD5n
· exp

(βn
0i

τn

)
(∆νni ) → ϕ5,i,
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as n→ ∞ for any u ∈ [d] and i ∈ [k∗]. Note that at least one among the terms ϕ0,i, ϕ
(u)
1,i , ϕ2,i, ϕ

(u)
3,i , ϕ4,i and ϕ5,i is different

from zero. By means of the Fatou’s lemma, we have that

lim
n→∞

EX [V (pGn
(·|X), pG∗(·|X))]

mnD5n
≥
∫

lim inf
n→∞

|pGn
(Y |X)− pG∗(Y |X)|

2mnD5n
d(X,Y ).

Recall from equation (54) that the limit the left hand side is equal to zero, which implies that |pGn (Y |X)−pG∗ (Y |X)|
mnD5n

→ 0. as
n→ ∞ for almost surely (X,Y ). Thus, we also have that Qn

mnD5n
→ 0 as n→ ∞. On the other hand, we have

Qn

mnD5n
→

k∗∑

i=1

2∑

η=0

C∗
η,i(X) · F (η)(Y ;X,ω∗

i )−
k∗∑

i=1

C∗
0,i(X) ·H(Y ;X,β∗

1i, τ
∗),

for almost surely (X,Y ), where we define

C∗
0,i(X) := ϕ0,i +

d∑

u=1

ϕ
(u)
1,i

τ∗
· ∂σ̄

∂β
(u)
1

(X,β∗
1i)− ϕ2,i ·

σ̄(X,β∗
1i)

(τ∗)2
, (62)

C∗
1,i(X) :=

d∑

u=1

ϕ
(u)
3,i ·X(u) + ϕ4,i, (63)

C∗
2,i(X) :=

1

2
ϕ5,i, (64)

for any i ∈ [k∗]. As a result, we achieve that

k∗∑

i=1

2∑

η=0

C∗
η,i(X) · F (η)(Y ;X,ω∗

i )−
k∗∑

i=1

C∗
0,i(X) ·H(Y ;X,β∗

1i, τ
∗) = 0,

for almost surely (X,Y ). Since the following set is linearly independent w.r.t Y :
{
F (η)(Y ;X,ω∗

i ), H(Y ;X,β∗
1i, τ

∗) : 0 ≤ η ≤ 2, i ∈ [k∗]
}
,

it leads to C∗
η,i(X) = 0 for any 0 ≤ η ≤ 2 and i ∈ [k∗] for almost surely X .

• When C∗
0,i(X) = 0 for almost surely X: as the function σ satisfies the conditions in Definition 3.2, i.e. the set

{ ∂σ̄

∂β
(u)
1

(X,β∗
1i), σ̄(X,β

∗
1i), 1 : 1 ≤ u ≤ d

}

is linearly independent w.r.t X , it follows from equation (62) that ϕ0,i = ϕ
(u)
1,i = ϕ2,i = 0 for any u ∈ [d] and i ∈ [k∗].

• When C∗
1,i(X) = 0 for almost surely X: since the set {X(u), 1 : u ∈ [d]} is linearly independent w.r.t X , equation (63)

indicates that ϕ(u)3,i = ϕ4,i = 0 for any u ∈ [d] and i ∈ [k∗].

• When C∗
2,i(X) = 0 for almost surely X: it can be seen from equation (64) that ϕ5,i = 0 for any i ∈ [k∗].

However, the above results contradict the fact that at least one among the terms ϕ0,i, ϕ
(u)
1,i , ϕ2,i, ϕ

(u)
3,i , ϕ4,i and ϕ5,i is non-zero.

Hence, we reach the conclusion of the local part in equation (53), which means that there exists a constant ε′ > 0 such that

inf
G∈Ek∗ (Θ):D5(G,G∗)≤ε′

EX [V (pG(·|X), pG∗(·|X))]/D5(G,G∗) > 0.

Global part. As a consequence, it suffices to demonstrate the following inequality:

inf
G∈Ek∗ (Θ):D5(G,G∗)>ε′

EX [V (pG(·|X), pG∗(·|X))]/D5(G,G∗) > 0. (65)
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Assume by contrary that the above claim does not hold true, then we can seek a sequence of mixing measures G′
n ∈ Ek∗(Ω)

such that D5(G
′
n, G∗) > ε′ and

lim
n→∞

EX [V (pG′
n
(·|X), pG∗(·|X))]

D5(G′
n, G∗)

= 0,

which directly implies that EX [V (pG′
n
(·|X), pG∗(·|X))] → 0 as n → ∞. Recall that Θ is a compact set, therefore,

we can replace the sequence G′
n by one of its subsequences that converges to a mixing measure G′ ∈ Ek∗(Ω). Since

D5(G
′
n, G∗) > ε′, this result induces that D5(G

′, G∗) > ε′.

Next, by invoking the Fatou’s lemma, it follows that

0 = lim
n→∞

EX [2V (pG′
n
(·|X), pG∗(·|X))] ≥

∫
lim inf
n→∞

∣∣∣pG′
n
(Y |X)− pG∗(Y |X)

∣∣∣ d(X,Y ).

Thus, we get that pG′(Y |X) = pG∗(Y |X) for almost surely (X,Y ). From Proposition C.2, we know that the model (12) is
identifiable, which indicates that G′ ≡ G∗. As a consequence, we have that D5(G

′, G∗) = 0, contradicting the fact that
D5(G

′, G∗) > ε′ > 0.

Hence, the proof is completed.

B.6. Proof of Theorem 3.5

Similar to the proof of Theorem 3.5 in Appendix B.5, we aim to prove the following inequality:

inf
G∈Gk(Θ)

EX [V (pG(·|X), pG∗(·|X))]/D6(G,G∗) > 0. (66)

Moreover, we also divide the above inequality into local and global parts. Since the global part can be argued in the same
fashion as in Appendix B.5, we will demonstrate only the local part, that is

lim
ε→0

inf
G∈Gk(Θ):D6(G,G∗)≤ε

EX [V (pG(·|X), pG∗(·|X))]/D6(G,G∗) > 0. (67)

Assume by contrary that the above claim does not hold true, then we can find a sequence of mixing measures Gn =∑k∗
i=1 exp(β

n
0i/τ

n)δ(βn
1i,τ

n,an
i ,b

n
i ,ν

n
i ) in Gk(Θ) that satisfies D6n := D6(Gn, G∗) → 0 and

EX [V (pGn
(·|X), pG∗(·|X))]/D6n → 0, (68)

as n→ ∞. Let us denote An
j = Aj(Gn), then the loss function D6n is reduced to

D6n :=
∑

j:|Aj |>1

∑

i∈Aj

exp
(βn

0i

τn

)[
∥∆βn

1ij∥2 + |∆τn|2 + ∥∆anij∥2 + |∆bnij |r̄j + |∆νnij |r̄j/2
]

+
∑

j:|Aj |=1

∑

i∈Aj

exp
(βn

0i

τn

)[
∥∆βn

1ij∥+ |∆τn|+ ∥∆anij∥+ |∆bnij |+ |∆νnij |
]
+

k∗∑

j=1

∣∣∣
∑

i∈Aj

exp
(βn

0i

τn

)
− exp

(β∗
0j

τ∗

)∣∣∣

(69)

As D6n → 0, we get that (βn
1i, τ

n, ani , b
n
i , ν

n
i ) → (β∗

1j , τ
∗, a∗j , b

∗
j , ν

∗
j ) and

∑
i∈Aj

exp(βn
0i/τ

n) → exp(β∗
0j/τ

∗) as n→ ∞
for any i ∈ Aj and j ∈ [k∗]. Now, we divide the proof of local part into three steps as follows:

Step 1. In this step, we decompose the quantity Qn :=
[∑k∗

j=1 exp
(σ((β∗

1j)
⊤X) + β∗

0j

τ

)]
· [pGn

(Y |X) − pG∗(Y |X)]

into a linear combination of linearly independent terms. Firstly, let σ̄(X,w) := σ(w⊤X), F (Y ;X,β1, τ, a, b, ν) :=
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exp
(

σ̄(X,β1)
τ

)
f(Y |a⊤X + b, ν) and H(Y ;X,β1, τ) := exp

(
σ̄(X,β1)

τ

)
pGn(Y |X). Then, it can be verified that

Qn =

k∗∑

j=1

∑

i∈Aj

exp
(βn

0i

τn

)[
F (Y ;X,βn

1i, τ
n, ani , b

n
i , ν

n
i )− F (Y ;X,β∗

1j , τ
∗, a∗j , b

∗
j , ν

∗
j )
]

−
k∗∑

j=1

∑

i∈Aj

exp
(βn

0i

τn

)[
H(Y ;X,βn

1i, τ
n)−H(Y ;X,β∗

1j , τ
∗)
]

+

k∗∑

j=1

[ ∑

i∈Aj

exp
(βn

0i

τn

)
− exp

(β∗
0i

τ∗

)]
· exp(σ̄(X,β∗

1j))f(Y |(a∗j )⊤X + b∗j , ν
∗
j )

−
k∗∑

j=1

[ ∑

i∈Aj

exp
(βn

0i

τn

)
− exp

(β∗
0i

τ∗

)]
· exp(σ̄(X,β∗

1j))pGn
(Y |X)

: = An −Bn + En,1 − En,2. (70)

Next, we continue to separate An into two terms as follows:

An : =
∑

j:|Aj |=1

∑

i∈Aj

exp
(βn

0i

τn

)[
F (Y ;X,βn

1i, τ
n, ani , b

n
i , ν

n
i )− F (Y ;X,β∗

1j , τ
∗, a∗j , b

∗
j , ν

∗
j )
]

+
∑

j:|Aj |>1

∑

i∈Aj

exp
(βn

0i

τn

)[
F (Y ;X,βn

1i, τ
n, ani , b

n
i , ν

n
i )− F (Y ;X,β∗

1j , τ
∗, a∗j , b

∗
j , ν

∗
j )
]

: = An,1 +An,2.

Let us denote

F (η)(Y ;X,β∗
1j , τ

∗, a∗j , b
∗
j , ν

∗
j ) := exp

( σ̄(X,β∗
1j)

τ∗

)∂ηf
∂hη1

(Y |(a∗j )⊤X + b∗j , ν
∗
j ),

for any η ∈ N. Then, by applying the first-order Taylor expansion as in equation (57), the term An,1 can be decomposed as

An,1 =
∑

j:|Aj |=1

∑

i∈Aj

exp
(βn

0i

τn

) ∑

|α|=1

1

α!
(∆βn

1ij)
α1(∆τn)α2(∆anij)

α3(∆bnij)
α4(∆νnij)

α5

× ∂F

∂βα1
1 ∂τα2 ∂aα3 ∂bα4 ∂να5

(Y ;X,β∗
1j , τ

∗, a∗j , b
∗
j , ν

∗
j ) +R1(X,Y )

=
∑

j:|Aj |=1

2∑

η=0

Cn,η,j(X)F (η)(Y ;X,β∗
1j , τ

∗, a∗j , b
∗
j , ν

∗
j ) +R1(X,Y ), (71)

(72)

where R1(X,Y ) is a Taylor remainder such that R1(X,Y )/D6n → 0 as n→ ∞ and

Cn,0,j(X) :=
∑

i∈Aj

exp
(βn

0i

τn

)[∆βn
1ij

τ∗
· ∂σ̄

∂β
(u)
1

(X,β∗
1j)−

∆τn

(τ∗)2
σ̄(X,β∗

1j)
]
,

Cn,1,j(X) :=
∑

i∈Aj

exp
(βn

0i

τn

)[
∆anij ·X(u) +∆bnij

]
,

Cn,2,j(X) :=
∑

i∈Aj

exp
(βn

0i

τn

)
·
∆νnij
2

, (73)

for any j ∈ [k∗] : |Aj | = 1. Meanwhile, for each j : |Aj | > 1, by means of the Taylor expansion of order r̄j , we can rewrite
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An,2 as

An,2 =
∑

j:|Aj |>1

∑

i∈Aj

exp
(βn

0i

τn

) r̄j∑

|α|=1

1

α!
(∆βn

1ij)
α1(∆τn)α2(∆anij)

α3(∆bnij)
α4(∆νnij)

α5

× ∂|α1|+α2+|α3|+α4+α5F

∂βα1
1 ∂τα2 ∂aα3 ∂bα4 ∂να5

(Y ;X,β∗
1j , τ

∗, a∗j , b
∗
j , ν

∗
j ) +R2(X,Y ),

=
∑

j:|Aj |>1

∑

i∈Aj

exp
(βn

0i

τn

) r̄j∑

|α|=1

1

α!
(∆βn

1ij)
α1(∆τn)α2(∆anij)

α3(∆bnij)
α4(∆νnij)

α5

× Xα3

2α5
· ∂

|α1|+α2L

∂βα1
1 ∂τα2

(X,β∗
1j , τ

∗) · ∂
|α3|+α4+2α5f

∂h
|α3|+α4+2α5

1

(Y ;X,β∗
1j , τ

∗, a∗j , b
∗
j , ν

∗
j ) +R2(X,Y ).

where L(X,β1, τ) := exp
(

σ̄(X,β1)
τ

)
and R2(X,Y ) is a Taylor remainder such that R2(X,Y )/D6n → 0 as n→ ∞. For

each j : |Aj | > 1, by letting |α1|+ α2 = s, where 0 ≤ s ≤ r̄j , then we have 1− s ≤ |α3|+ α4 + α5 ≤ r̄j − s. Next, we
denote α4 + 2α5 = ℓ, where 0 ≤ ℓ ≤ 2(r̄j − s− |α3|). Then, An,2 can be represented as

An,2 =
∑

j:|Aj |>1

r̄j∑

s=0

r̄j−s∑

|α3|=0

2(r̄j−s−|α3|)∑

ℓ=0

Tn,s,α3,ℓ,j(X) ·Xα3F (|α3|+ℓ)(Y ;X,β∗
1j , τ

∗, a∗j , b
∗
j , ν

∗
j ) +R2(X,Y ), (74)

where

Tn,s,α3,ℓ,j(X) :=
∑

α4+2α5=ℓ,
1−s≤α4+α5≤r̄j−s

∑

i∈Aj

exp
(βn

0i

τn

) 1

2α5α3!α4!α5!
(∆anij)

α3(∆bnij)
α4(∆νnij)

α5

×
[ ∑

|α1|+α2=s

1

α1!α2!
(∆βn

1ij)
α1(∆τn)α2 · ∂

|α1|+α2L

∂βα1
1 ∂τα2

(X,β∗
1j , τ

∗) · 1

L(X,β∗
1j , τ

∗)

]
.

Now, we provide the explicit formulations of Tn,s,α3,ℓ,j(X) for s ∈ {0, 1, 2}. First, the term Tn,0,α3,ℓ,j(X) is given by:

Tn,0,α3,ℓ,j(X) :=
∑

α4+2α5=ℓ,
1≤α4+α5≤r̄j

∑

i∈Aj

exp
(βn

0i

τn

) 1

2α5α3!α4!α5!
(∆anij)

α3(∆bnij)
α4(∆νnij)

α5

For the term Tn,1,α3,ℓ,j(X), let us derive the first derivatives of function L w.r.t its parameters as

∂L

∂β
(u)
1

(X,β∗
1j , τ

∗) =
1

τ∗
· ∂σ̄

∂β
(u)
1

(X,β∗
1j)L(X,β

∗
1j , τ

∗),

∂L

∂τ
(X,β∗

1j , τ
∗) = −

σ̄(X,β∗
1j)

(τ∗)2
L(X,β∗

1j , τ
∗).

Thus, the formulation of Tn,1,α3,ℓ,j(X) reads as

Tn,1,α3,ℓ,j(X) =
∑

α4+2α5=ℓ,
1−1≤α4+α5≤r̄j−1

∑

i∈Aj

exp
(βn

0i

τn

) 1

2α5α3!α4!α5!
(∆anij)

α3(∆bnij)
α4(∆νnij)

α5

×
[ d∑

u=1

(∆βn
1ij)

(u)

τ∗
· ∂σ̄

∂β
(u)
1

(X,β∗
1j)−

(∆τn)

(τ∗)2
· σ̄(X,β∗

1j)
]
.
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Similarly, for the term Tn,2,α3,ℓ,j , we derive the second derivatives of function L w.r.t its parameters as

∂2L

∂β
(u)
1 ∂β

(v)
1

(X,β∗
1j , τ

∗) =
1

τ∗
· ∂2σ

∂β
(u)
1 ∂β

(v)
1

((β∗
1j)

⊤X)L(X,β∗
1j , τ

∗)

+
1

(τ∗)2
·
[ ∂σ̄

∂β
(u)
1

(X,β∗
1j)
][ ∂σ

∂β
(v)
1

((β∗
1j)

⊤X)
]
L(X,β∗

1j , τ
∗),

∂2L

∂τ2
(X,β∗

1j , τ
∗) =

2

(τ∗)3
· σ̄(X,β∗

1j)L(X,β
∗
1j , τ

∗) +
1

(τ∗)4
· σ̄2(X,β∗

1j)L(X,β
∗
1j , τ

∗),

∂2L

∂β
(u)
1 ∂τ

(X,β∗
1j , τ

∗) = − 1

(τ∗)2
· ∂σ̄

∂β
(u)
1

(X,β∗
1j)L(X,β

∗
1j , τ

∗)

− 1

(τ∗)3
· σ̄(X,β∗

1j)
∂σ̄

∂β
(u)
1

(X,β∗
1j)L(X,β

∗
1j , τ

∗).

Then, Tn,2,α3,ℓ,j can be written as

Tn,2,α3,ℓ,j(X) :=
∑

α4+2α5=ℓ,
0≤α4+α5≤r̄j−2

∑

i∈Aj

exp
(βn

0i

τn

) 1

2α5α3!α4!α5!
(∆anij)

α3(∆bnij)
α4(∆νnij)

α5

×
{ ∑

1≤u,v≤d

(∆βn
1ij)

(u)(∆βn
1ij)

(v)

1 + 1{u=v}

[ 1

τ∗
· ∂2σ̄

∂β
(u)
1 ∂β

(v)
1

+
1

(τ∗)2
·X(u)X(v)

(∂σ
∂g

((β∗
1j)

⊤X)
)2]

+
1

2
(∆τn)2

[ 2

(τ∗)3
· σ̄(X,β∗

1j) +
1

(τ∗)4
· σ̄2(X,β∗

1j)
]

−
d∑

u=1

(∆βn
1ij)

(u)(∆τn)
[ 1

(τ∗)2
· ∂σ̄

∂β
(u)
1

+
1

(τ∗)3
· σ̄(X,β∗

1j)
∂σ̄

∂β
(u)
1

(X,β∗
1j)
]}
.

Thus, the term [An −R1(X,Y )−R2(X,Y )]/D6n can be viewed as a linear combination of elements from the union of
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the following sets:

F1,0 :=
{ ∂σ̄

∂β
(u)
1

(X,β∗
1j)F (Y ;X,ω∗

j ) : u ∈ [d], j : |Aj | = 1
}
∪
{
σ̄(X,β∗

1j)F (Y ;X,ω∗
j ) : j : |Aj | = 1

}
,

F1,1 :=
{
X(u)F (1)(Y ;X,ω∗

j ) : u ∈ [d], j : |Aj | = 1
}
∪
{
F (1)(Y ;X,ω∗

j ) : j : |Aj | = 1
}
,

F1,2 :=
{
F (2)(Y ;X,ω∗

j ) : j : |Aj | = 1
}
,

F2,0 :=
{
Xα3F (|α3|+ℓ)(Y ;X,ω∗

j ) : j : |Aj | > 1, 0 ≤ |α3| ≤ r̄j , 0 ≤ ℓ ≤ 2(r̄j − |α3|)
}
,

F2,1 :=
{
Xα3 · ∂σ̄

∂β
(u)
1

(X,β∗
1j)F

(|α3|+ℓ)(Y ;X,ω∗
j ), X

α3 · σ̄(X,β∗
1j)F

(|α3|+ℓ)(Y ;X,ω∗
j ) :

u ∈ [d], j : |Aj | > 1, 0 ≤ |α3| ≤ r̄j − 1, 0 ≤ ℓ ≤ 2(r̄j − 1− |α3|)
}
,

F2,2 :=
{
Xα3 · ∂2σ

∂β
(u)
1 ∂β

(v)
1

((β∗
1j)

⊤X)F (|α3|+ℓ)(Y ;X,ω∗
j ),

Xα3 ·
[ ∂σ̄

∂β
(u)
1

(X,β∗
1j)
][ ∂σ

∂β
(v)
1

((β∗
1j)

⊤X)
]
F (|α3|+ℓ)(Y ;X,ω∗

j ),

Xα3 σ̄(X,β∗
1j)F

(|α3|+ℓ)(Y ;X,ω∗
j ), X

α3 σ̄2(X,β∗
1j)F

(|α3|+ℓ)(Y ;X,ω∗
j ),

Xα3
∂σ̄

∂β
(u)
1

(X,β∗
1j)F

(|α3|+ℓ)(Y ;X,ω∗
j ), X

α3 σ̄(X,β∗
1j)

∂σ̄

∂β
(u)
1

(X,β∗
1j)F

(|α3|+ℓ)(Y ;X,ω∗
j ) :

u, v ∈ [d], j : |Aj | > 1, 0 ≤ |α3| ≤ r̄j − 2, 0 ≤ ℓ ≤ 2(r̄j − 2− |α3|)
}
,

F2,s :=
{ ∑

|α1|+α2=s

Xα3 · ∂
|α1|+α2L

∂βα1
1 ∂τα2

(X,β∗
1j , τ

∗) · 1

L(X,β∗
1j , τ

∗)
F (|α3|+ℓ)(Y ;X,ω∗

j ) :

j : |Aj | > 1, 0 ≤ |α3| ≤ r̄j − s, 0 ≤ ℓ ≤ 2(r̄j − s− |α3|)
}
.

for any s ≥ 3, where ω∗
j := (β∗

1j , τ
∗, a∗j , b

∗
j , ν

∗
j ) for any j ∈ [k∗]. Additionally, it is also worth noting that En,1/D6n can

be seen as a linear combination of elements from the set {F (Y ;X,ω∗
j ) : j ∈ [k∗]}.

Similarly, we also decompose Bn into two terms as follows:

Bn :=
∑

j:|Aj |=1

∑

i∈Aj

exp
(βn

0i

τn

)[
H(Y ;X,βn

1i, τ
n)−H(Y ;X,β∗

1j , τ
∗)
]

+
∑

j:|Aj |>1

∑

i∈Aj

exp
(βn

0i

τn

)[
H(Y ;X,βn

1i, τ
n)−H(Y ;X,β∗

1j , τ
∗)
]

:= Bn,1 +Bn,2.

Subsequently, we apply the first-order Taylor expansion to Bn,1 as in equation (59), and get that

Bn,1 =
∑

j:|Aj |=1

∑

i∈Aj

exp
(βn

0i

τn

) ∑

|γ|=1

1

γ!
(∆βn

1ij)
γ1(∆τn)γ2 · ∂H

∂βγ1

1 ∂τγ2
(Y ;X,β∗

1j , τ
∗) +R3(X,Y )

=
∑

j:|Aj |=1

Cn,0,j(X) ·H(Y ;X,β∗
1j , τ

∗) +R3(X,Y ), (75)

where Cn,0,j(X) is defined in equation (58) and R3(X,Y ) is a Taylor remainder such that R3(X,Y )/D6n → 0 as n→ ∞.
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On the other hand, by means of the second-order Taylor expansion, we rewrite Bn,2 as

Bn,2 =
∑

j:|Aj |>1

∑

i∈Aj

exp
(βn

0i

τn

) 2∑

|γ|=1

1

γ!
(∆βn

1ij)
γ1(∆τn)γ2 · ∂

|γ1|+γ2H

∂βγ1

1 ∂τγ2
(Y ;X,β∗

1j , τ
∗) +R4(X,Y )

=
∑

j:|Aj |>1

Sn,j(X) ·H(Y ;X,β∗
1j , τ

∗) +R4(X,Y ), (76)

where R4(X,Y ) is a Taylor remainder such that R4(X,Y )/D6n → 0 as n→ ∞ and

Sn,j(X) :=
∑

i∈Aj

exp
(βn

0i

τn

){ d∑

u=1

(∆βn
1ij)

(u)

τ∗
· ∂σ̄

∂β
(u)
1

(X,β∗
1j)−

∆τn

(τ∗)2
· σ̄(X,β∗

1j)

−
d∑

u=1

(∆βn
1ij)

(u)(∆τn)
[ 1

(τ∗)2
· ∂σ̄

∂β
(u)
1

+
1

(τ∗)3
· σ̄(X,β∗

1j)
∂σ̄

∂β
(u)
1

(X,β∗
1j)
]

+
∑

1≤u,v≤d

(∆βn
1ij)

(u)(∆βn
1ij)

(v)

1 + 1{u=v}

[ 1

τ∗
· ∂2σ̄

∂β
(u)
1 ∂β

(v)
1

+
1

(τ∗)2
· ∂σ̄

∂β
(u)
1

(X,β∗
1j)

∂σ̄

∂β
(v)
1

(X,β∗
1j)
]

+
1

2
(∆τn)2

[ 2

(τ∗)3
· σ̄(X,β∗

1j) +
1

(τ∗)4
· σ̄2(X,β∗

1j)
]}
, (77)

for any j : |Aj | > 1. Therefore, the term [Bn − R3(X,Y ) − R4(X,Y )]/D6n can be treated as a linear combination of
elements from the following set:

H :=
{ ∂σ̄

∂β
(u)
1

(X,β∗
1j)H(Y ;X,β∗

1j , τ
∗), σ̄(X,β∗

1j)H(Y ;X,β∗
1j , τ

∗) : u ∈ [d], j ∈ [k∗]
}

∪
{
σ̄(X,β∗

1j)
∂σ̄

∂β
(u)
1

(X,β∗
1j)H(Y ;X,β∗

1j , τ
∗), σ̄2(X,β∗

1j)H(Y ;X,β∗
1j , τ

∗) : u ∈ [d], j : |Aj | > 1
}

∪
{ ∂2σ̄

∂β
(u)
1 ∂β

(v)
1

(X,β∗
1j)H(Y ;X,β∗

1j , τ
∗),
[ ∂σ̄

∂β
(u)
1

(X,β∗
1j)
][ ∂σ̄

∂β
(u)
1

(X,β∗
1j)
]
H(Y ;X,β∗

1j , τ
∗)

: u, v ∈ [d], j : |Aj | > 1
}
.

In addition, we can view the term En,2/D6n as a linear combination of elements from the set {H(Y ;X,β∗
1j , τ

∗) : j ∈ [k∗]}.

Step 2. In this step, we prove by contradiction that at least one among the coefficients in the representations of [An −
R1(X,Y ) − R2(X,Y )]/D6n, [Bn − R3(X,Y ) − R4(X,Y )]/D6n, En,1/D6n and En,2/D6n does not converge to zero
when n → ∞. Assume that all of them go to 0 as n → ∞. By using the same arguments for showing the results in
equations (60) and (61), we get that

1

D6n
·

k∗∑

j=1

∣∣∣
∑

i∈Aj

exp
(βn

0i

τn

)
− exp

(β∗
0j

τ∗

)∣∣∣→ 0, (78)

and

1

D6n
·
∑

j:|Aj |=1

∑

i∈Aj

exp
(βn

0i

τn

)(
∥∆βn

1ij∥+ |∆τn|+ ∥∆anij∥+ |∆bnij |+ |∆νnij |
)
→ 0. (79)

Next, by taking the summation of the absolute values of the coefficients associated with

•
∂2σ

∂[β
(u)
1 ]2

(X,β∗
1j)H(Y ;X,β∗

1j , τ
∗) in H: we have that 1

D6n
·∑j:|Aj |>1

∑
i∈Aj

exp
(

βn
0i

τn

)
∥∆βn

1ij∥2 → 0;

• σ̄2(X,β∗
1j)H(Y ;X,β∗

1j , τ
∗) in H: we have that 1

D6n
·∑j:|Aj |>1

∑
i∈Aj

exp
(

βn
0i

τn

)
|∆τn|2 → 0;
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• [X(u)]2F (2)(Y ;X,ω∗
j ) in F2,0: we have that 1

D6n
·∑j:|Aj |>1

∑
i∈Aj

exp
(

βn
0i

τn

)
∥∆anij∥2 → 0.

As a result, we obtain that

1

D6n
·
∑

j:|Aj |>1

∑

i∈Aj

exp
(βn

0i

τn

)[
∥∆βn

1ij∥2 + |∆τn|2 + ∥∆anij∥2
]
→ 0 (80)

From the results in equations (78), (79) and (80), we deduce that

1

D6n
·
∑

j:|Aj |>1

∑

i∈Aj

exp
(βn

0i

τn

)[
|∆bnij |r̄j + |∆νnij |r̄j/2

]
→ 1,

which means that there exists an index j : |Aj | > 1, which can be assumed WLOG to be j = 1, such that

1

D6n
·
∑

i∈A1

exp
(βn

0i

τn

)[
|∆bni1|r̄1 + |∆νni1|r̄1/2

]
̸→ 0. (81)

Moreover, since the coefficients of elements F (|α3|+ℓ)(Y ;X,ω∗
j ), for j = 1, α3 = 0d and 0 ≤ ℓ ≤ 2r̄j in the set F2,0

converges to zero, i.e.

1

D6n
·
∑

i∈A1

∑

α4+2α5=ℓ,
1≤α4+α5≤r̄1

exp
(

βn
0i

τn

)

2α5α3!α4!α5!
(∆bnij)

α4(∆νnij)
α5 → 0, (82)

for any 1 ≤ ℓ ≤ r̄1. Then, we divide the left hand side of equation (82) by that of equation (81), and achieve that

∑
i∈A1

∑
α4+2α5=ℓ,

1≤α4+α5≤r̄1

exp
(βn

0i

τn

)

2α5α4!α5!
(∆bnij)

α4(∆νnij)
α5

∑
i∈A1

exp
(

βn
0i

τn

)[
|∆bni1|r̄1 + |∆νni1|r̄1/2

] → 0, (83)

for any 1 ≤ ℓ ≤ r̄1.

Let us define Mn := max{|∆bni1|, |∆νni1|1/2 : i ∈ A1} and πn := maxi∈A1 exp(
βn
0i

τn ). Since the sequence exp
(

βn
0i

τn

)
/πn

is bounded, it is possible to replace it by its subsequence that has a positive limit q23i := limn→∞ exp(
βn
0i

τn )/πn. Thus, at
least one among q23i, for i ∈ A1, is equal to one.

In addition, we also define

(∆bni1)/Mn → q4i, (∆νni1)/[2Mn] → q5i.

It is worth noting that at least one among q4i and q5i for i ∈ A1 is equal to either 1 or −1. Subsequently, we divide both the
numerator and the denominator of the ratio in equation (83) by πnM

ℓ

n, and then obtain the following system of polynomial
equations:

∑

i∈A1

∑

α4+2α5=ℓ,
1≤α4+α5≤r̄1

q23i q
α4
4i q

α5
5i

α4! α5!
= 0,

for all 1 ≤ ℓ ≤ r̄1. However, from the definition of r̄(|A1|), the above system does not have any non-trivial solutions,
which contradicts to the fact that at least one among q4i and q5i for i ∈ A1 is non-zero. Therefore, not all the coefficients in
the representations of [An −R1(X,Y )−R2(X,Y )]/D6n, [Bn −R3(X,Y )−R4(X,Y )]/D6n, En,1/D6n and En,2/D6n

converge to zero as n→ ∞.

Step 3. In this step, we use the Fatou’s lemma to show that all the coefficients in the representations of [An −R1(X,Y )−
R2(X,Y )]/D6n, [Bn −R3(X,Y )−R4(X,Y )]/D6n, En,1/D6n and En,2/D6n converge to zero as n→ ∞, which leads
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to a contradiction to the results in Step 2. In particular, let us denote mn as the maximum of the absolute values of those
coefficients. It follows from the claim in Step 2 that 1/mn ̸→ ∞. Next, we denote

1

mnD6n
·
[ ∑

i∈Aj

exp
(βn

0i

τn

)
− exp

(β∗
0j

τ∗

)]
→ ϕ0,j ,

1

mnD6n
·
∑

i∈Aj

exp
(βn

0i

τn

)
(∆βn

1ij)
(u) → ϕ

(u)
1,j ,

1

mnD6n
·
∑

i∈Aj

exp
(βn

0i

τn

)
(∆τn) → ϕ2,j ,

1

mnD6n
·
∑

i∈Aj

exp
(βn

0i

τn

)
(∆anij)

(u) → ϕ
(u)
3,j ,

1

mnD6n
·
∑

i∈Aj

exp
(βn

0i

τn

)
(∆bnij) → ϕ4,j ,

1

mnD6n
·
∑

i∈Aj

exp
(βn

0i

τn

)
(∆νnij) → ϕ5,j ,

as n→ ∞ for any u ∈ [d] and j ∈ [k∗]. By means of the Fatou’s lemma, we have that

lim
n→∞

EX [V (pGn
(·|X), pG∗(·|X))]

mnD6n
≥
∫

lim inf
n→∞

|pGn
(Y |X)− pG∗(Y |X)|

2mnD6n
d(X,Y ).

Recall from equation (68) that the limit the left hand side is equal to zero, which implies that |pGn (Y |X)−pG∗ (Y |X)|
mnD6n

→ 0. as
n→ ∞ for almost surely (X,Y ). Thus, we also get that Qn

mnD6n
→ 0 as n→ ∞, which implies that

lim
n→∞

1

mnD6n
· [An,1 +An,2 −Bn,1 −Bn,2 + En,1 − En,2] = lim

n→∞
Qn

mnD6n
= 0, (84)

for almost surely (X,Y ). Now, we derive the limits of terms in the above right hand side. In particular, from the formulations
of

• En,1 and En,2 in equation (70), we have

En,1

mnD6n
→

k∗∑

j=1

ϕ0,jF (Y ;X,ω∗
j ),

En,2

mnD6n
→

k∗∑

j=1

ϕ0,jH(Y ;X,β∗
1j , τ

∗). (85)

• An,1 in equation (71), we deduce that

An,1

mnD6n
→

∑

j:|Aj |=1

2∑

η=0

C∗
η,j(X) · F (η)(Y ;X,ω∗

j ), (86)

where

C∗
0,j(X) :=

d∑

u=1

ϕ
(u)
1,j

τ∗
· ∂σ̄

∂β
(u)
1

(X,β∗
1j)− ϕ2,j ·

σ̄(X,β∗
1j)

(τ∗)2
,

C∗
1,j(X) :=

d∑

u=1

ϕ
(u)
3,j ·X(u) + ϕ4,j ,

C∗
2,j(X) :=

1

2
ϕ5,j ,

for any j : |Aj | = 1.

• Bn,1 in equation (75), we get

Bn,1

D6n
→

∑

j:|Aj |=1

C∗
0,j(X)H(Y ;X,β∗

1j , τ
∗). (87)
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• An,2 in equation (74), we have

lim
n→∞

An,2

D6n
=

∑

j:|Aj |>1

r̄j∑

s=0

r̄j−s∑

|α3|=0

2(r̄j−s−|α3|)∑

ℓ=0

lim
n→∞

Tn,s,α3,ℓ,j(X)

D6n
·Xα3F (|α3|+ℓ)(Y ;X,ω∗

j ).

From the arguments in Step 2, we deduce that the value of mn is the ratio between one element of the following set
and the loss D6n:
{
exp

(βn
0i

τn

)
|∆βn

1ij |, exp
(βn

0i

τn

)
|∆τn|, exp

(βn
0i

τn

)
|∆anij |, exp

(βn
0i

τn

)
|∆bnij |, exp

(βn
0i

τn

)
|∆νnij |, i ∈ Aj , j : |Aj | > 1

}

∪
{ ∑

i∈Aj

(∆βn
1ij)

2,
∑

i∈Aj

(∆τn)2,
∑

i∈Aj

(∆anij)
2, j : |Aj | > 1

}
.

(88)

Thus, the associated coefficients Tn,s,α3,ℓ,j/D6n in the representation of An,2/D6n converge to zero as n → ∞ for
any s ≥ 3. Therefore, we consider only the limits of Tn,s,α3,ℓ,j/D6n for s ∈ {0, 1, 2}. In particular, let us denote

1

mnD6n
·
∑

i∈Aj

∑

α4+2α5=ℓ,
1≤α4+α5≤r̄j

exp
(βn

0i

τn

) 1

2α5α3!α4!α5!
(∆anij)

α3(∆bnij)
α4(∆νnij)

α5 → ψ0,α3,ℓ,j ,

1

mnD6n
·
∑

i∈Aj

∑

α4+2α5=ℓ,
1≤α4+α5≤r̄j

exp
(βn

0i

τn

) 1

2α5α3!α4!α5!
(∆anij)

α3(∆bnij)
α4(∆νnij)

α5(∆βn
1ij)

(u) → ψ
(u)
1,α3,ℓ,j

,

1

mnD6n
·
∑

i∈Aj

∑

α4+2α5=ℓ,
1≤α4+α5≤r̄j

exp
(βn

0i

τn

) 1

2α5α3!α4!α5!
(∆anij)

α3(∆bnij)
α4(∆νnij)

α5(∆τn) → ψ2,α3,ℓ,j ,

1

mnD6n
·
∑

i∈Aj

∑

α4+2α5=ℓ,
1≤α4+α5≤r̄j

exp
(βn

0i

τn

) 1

2α5α3!α4!α5!
(∆anij)

α3(∆bnij)
α4(∆νnij)

α5(∆βn
1ij)

(u)(∆βn
1ij)

(v) → ψ
(u,v)
3,α3,ℓ,j

,

1

mnD6n
·
∑

i∈Aj

∑

α4+2α5=ℓ,
1≤α4+α5≤r̄j

exp
(βn

0i

τn

) 1

2α5α3!α4!α5!
(∆anij)

α3(∆bnij)
α4(∆νnij)

α5(∆βn
1ij)

(u)(∆τn) → ψ
(u)
4,α3,ℓ,j

,

1

mnD6n
·
∑

i∈Aj

∑

α4+2α5=ℓ,
1≤α4+α5≤r̄j

exp
(βn

0i

τn

) 1

2α5α3!α4!α5!
(∆anij)

α3(∆bnij)
α4(∆νnij)

α5(∆τn)2 → ψ5,α3,ℓ,j ,

for any j : |Aj | > 1 and u, v ∈ [d]. Then, we have that

An,2

D6n
→

∑

j:|Aj |>1

2∑

s=0

r̄j−s∑

|α3|=0

2(r̄j−s−|α3|)∑

ℓ=0

T ∗
s,α3,ℓ,j ·Xα3F (|α3|+ℓ)(Y ;X,ω∗

j ), (89)

where

T ∗
0,α3,ℓ,j := ψ0,α3,ℓ,j ,

T ∗
1,α3,ℓ,j :=

d∑

u=1

ψ
(u)
1,α3,ℓ,j

τ∗
· ∂σ̄

∂β
(u)
1

(X,β∗
1j)−

ψ2,α3,ℓ,j

(τ∗)2
· σ̄(X,β∗

1j),

T ∗
2,α3,ℓ,j :=

∑

1≤u,v≤d

ψ
(u,v)
3,α3,ℓ,j

1 + 1{u=v}

[ 1

τ∗
· ∂2σ

∂β
(u)
1 ∂β

(v)
1

((β∗
1j)

⊤X) +
1

(τ∗)2
·
( ∂σ̄

∂β
(u)
1

(X,β∗
1j)
)( ∂σ

∂β
(v)
1

((β∗
1j)

⊤X)
)]

+
1

2
ψ5,α3,ℓ,j

[ 2

(τ∗)3
· σ̄(X,β∗

1j) +
1

(τ∗)4
· σ̄2(X,β∗

1j)
]

−
d∑

u=1

ψ
(u)
4,α3,ℓ,j

[ 1

(τ∗)2
· ∂σ̄

∂β
(u)
1

(X,β∗
1j) +

1

(τ∗)3
· σ̄(X,β∗

1j)
∂σ̄

∂β
(u)
1

(X,β∗
1j)
]
.
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• Bn,2 in equation (76), by denoting

1

mnD6n
·
∑

i∈Aj

exp
(βn

0i

τn

)
(∆βn

1ij)
(u)(∆βn

1ij)
(v) → φ

(u,v)
0,j ,

1

mnD6n
·
∑

i∈Aj

exp
(βn

0i

τn

)
(∆βn

1ij)
(u)(∆τn) → φ

(u)
1,j ,

1

mnD6n
·
∑

i∈Aj

exp
(βn

0i

τn

)
(∆τn)2 → φ2,j ,

we have
Bn,2

D6n
→

∑

j:|Aj |>1

S∗
j (X) ·H(Y ;X,β∗

1j , τ
∗), (90)

where

S∗
j (X) :=

{
d∑

u=1

ϕ
(u)
1,j

τ∗
· ∂σ̄

∂β
(u)
1

(X,β∗
1j)−

ϕ2,j
(τ∗)2

· σ̄(X,β∗
1j)−

d∑

u=1

φ
(u)
1,j

[ 1

(τ∗)2
· ∂σ̄

∂β
(u)
1

(X,β∗
1j)

+
1

(τ∗)3
· σ̄(X,β∗

1j)
∂σ̄

∂β
(u)
1

(X,β∗
1j)
]
+

∑

1≤u,v≤d

φ
(u,v)
0,j

1 + 1{u=v}

[ 1

τ∗
· ∂2σ

∂β
(u)
1 ∂β

(v)
1

((β∗
1j)

⊤X)

+
1

(τ∗)2
·
( ∂σ̄

∂β
(u)
1

(X,β∗
1j)
)( ∂σ

∂β
(v)
1

((β∗
1j)

⊤X)
)]

+
1

2
φ2,j

[ 2

(τ∗)3
· σ̄(X,β∗

1j) +
1

(τ∗)4
· σ̄2(X,β∗

1j)
]}
.

Recall that not all the ratios between elements in the set (88) and the loss D6n converge to zero as n→ ∞. Thus, at least
one element of the following set union is non-zero:
{
ϕ0,j , ϕ

(u)
1,j , ϕ2,j , ϕ

(u)
3,j , ϕ4,j , ϕ5,j : u ∈ [d], j : |Aj | = 1

}
∪
{
ϕ0,j , ψ0,2eu,0,j , φ

(u,u)
0,j , φ2,j : u ∈ [d], j : |Aj | > 1

}
(91)

Now, we show that all elements in the union (91) must be zero. Indeed, putting the results in equations (84), (85), (86), (87),
(89) and (90), we obtain that

k∗∑

j=1

ϕ0,jF (Y ;X,ω∗
j ) +

∑

j:|Aj |=1

2∑

η=0

C∗
η,j(X)F (η)(Y ;X,ω∗

j )−
∑

j:|Aj |=1

(C∗
0,j(X) + ϕ0,j)H(Y ;X,β∗

1j , τ
∗)

+
∑

j:|Aj |>1

2∑

s=0

r̄j−s∑

|α3|=0

2(r̄j−s−|α3|)∑

ℓ=0

T ∗
s,α3,ℓ,j(X) ·Xα3F (|α3|+ℓ)(Y ;X,ω∗

j )

−
∑

j:|Aj |>1

(S∗
j (X) + ϕ0,j) ·H(Y ;X,β∗

1j , τ
∗) = 0, (92)

for almost surely (X,Y ). It can be verified that the set
{
F (η)(Y ;X,ω∗

j ), H(Y ;X,β∗
1j , τ

∗) : 0 ≤ η ≤ 2, j : |Aj | = 1
}

∪
{
Xα3F (|α3|+ℓ)(Y ;X,ω∗

j ), H(Y ;X,β∗
1j , τ

∗) : j : |Aj | > 1, 0 ≤ α3 ≤ r̄j , 0 ≤ ℓ ≤ 2(r̄j − |α3|)
}
.

is linearly independent w.r.t Y . Thus, in the left hand side of equation (92), the coefficients associated with the following
terms must be zero.

• F (Y ;X,ω∗
j ), where j : |Aj | = 1: ϕ0,j + C∗

0,j(X) = 0. More explicitly, we have

ϕ0,j +

d∑

u=1

ϕ
(u)
1,j

τ∗
· ∂σ̄

∂β
(u)
1

(X,β∗
1j)− ϕ2,j ·

σ̄(X,β∗
1j)

(τ∗)2
= 0,
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for any j : |Aj | = 1, for almost surely X . Since the function σ satisfies the conditions in Definition 3.4, we deduce
that ϕ0,j = ϕ

(u)
1,j = ϕ2,j = 0, for any j : |Aj | = 1.

• F (1)(Y ;X,ω∗
j ), where j : |Aj | = 1: C∗

1,j(X) = 0. More explicitly, we have

d∑

u=1

ϕ
(u)
3,j ·X(u) + ϕ4,j = 0,

for almost surely X . Since the set {X(u), 1 : u ∈ [d]} is linearly independent, the above equation implies that
ϕ
(u)
3,j = ϕ4,j = 0 for any j : |Aj | = 1.

• F (2)(Y ;X,ω∗
j ), where j : |Aj | = 1: C∗

2,j(X) = 0, or equivalently, ϕ5,j = 0 for any j : |Aj | = 1.

• H(Y ;X,β∗
1j , τ

∗), where j : |Aj | > 1: S∗
j (X) + ϕ0,j = 0. More explicitly, we have

ϕ0,j +

{
d∑

u=1

ϕ
(u)
1,j

τ∗
· ∂σ̄

∂β
(u)
1

(X,β∗
1j)−

ϕ2,j
(τ∗)2

· σ̄(X,β∗
1j)−

d∑

u=1

φ
(u)
1,j

[ 1

(τ∗)2
· ∂σ̄

∂β
(u)
1

(X,β∗
1j)

+
1

(τ∗)3
· σ̄(X,β∗

1j)
∂σ̄

∂β
(u)
1

(X,β∗
1j)
]
+

∑

1≤u,v≤d

φ
(u,v)
0,j

1 + 1{u=v}

[ 1

τ∗
· ∂2σ

∂β
(u)
1 ∂β

(v)
1

((β∗
1j)

⊤X)

+
1

(τ∗)2
·
( ∂σ̄

∂β
(u)
1

(X,β∗
1j)
)( ∂σ

∂β
(v)
1

((β∗
1j)

⊤X)
)]

+
1

2
φ2,j

[ 2

(τ∗)3
· σ̄(X,β∗

1j) +
1

(τ∗)4
· σ̄2(X,β∗

1j)
]}

= 0,

for almost surely X . As the function σ meets the conditions in Definition (3.4), i.e. the set
{
1, σ̄(X,β∗

1j), σ̄
2(X,β∗

1j),
∂σ̄

∂β
(u)
1

(X,β∗
1j), σ̄(X,β

∗
1j)

∂σ̄

∂β
(u)
1

(X,β∗
1j),

∂2σ

∂β
(u)
1 ∂β

(v)
1

((β∗
1j)

⊤X),
( ∂σ̄

∂β
(u)
1

(X,β∗
1j)
)( ∂σ

∂β
(v)
1

((β∗
1j)

⊤X)
)
: u, v ∈ [d]

}

is linearly independent, the coefficients associated with 1, σ̄2(X,β∗
1j), σ̄(X,β∗

1j)
∂σ̄

∂β
(u)
1

(X,β∗
1j) and

∂2σ

∂β
(u)
1 ∂β

(v)
1

((β∗
1j)

⊤X) must be zero, i.e. ϕ0,j = φ2,j = φ
(u)
1,j = φ

(u,v)
0,j = 0 for any u, v ∈ [d] and j : |Aj | > 1.

• Xα3F (|α3|+ℓ)(Y ;X,β∗
1j , τ

∗), where α3 = 2eu, ℓ = 0, j : |Aj | > 1: T ∗
0,α3,ℓ,j

(X)+T ∗
1,α3,ℓ,j

(X)+T ∗
2,α3,ℓ,j

(X) = 0.
More explicitly, we have

ψ0,α3,ℓ,j +

d∑

u=1

ψ
(u)
1,α3,ℓ,j

τ∗
· ∂σ̄

∂β
(u)
1

(X,β∗
1j)−

ψ2,α3,ℓ,j

(τ∗)2
· σ̄(X,β∗

1j),

+
∑

1≤u,v≤d

ψ
(u,v)
3,α3,ℓ,j

1 + 1{u=v}

[ 1

τ∗
· ∂2σ

∂β
(u)
1 ∂β

(v)
1

((β∗
1j)

⊤X) +
1

(τ∗)2
·
( ∂σ̄

∂β
(u)
1

(X,β∗
1j)
)( ∂σ

∂β
(v)
1

((β∗
1j)

⊤X)
)]

+
1

2
ψ5,α3,ℓ,j

[ 2

(τ∗)3
· σ̄(X,β∗

1j) +
1

(τ∗)4
· σ̄2(X,β∗

1j)
]

−
d∑

u=1

ψ
(u)
4,α3,ℓ,j

[ 1

(τ∗)2
· ∂σ̄

∂β
(u)
1

(X,β∗
1j) +

1

(τ∗)3
· σ̄(X,β∗

1j)
∂σ̄

∂β
(u)
1

(X,β∗
1j)
]
= 0,

for almost surely X . Since the function σ satisfies the conditions in Definition 3.4, we deduce that ψ0,α3,ℓ,j =
ψ0,2eu,0,j = 0, for any u ∈ [d] and j : |Aj | > 1.

Gather the above results, we see that all elements in the set (88) are equal to zero, which is a contradiction. Hence, we reach
the conclusion of the theorem.
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C. Identifiability of the (Activation) Dense-to-sparse Gating Gaussian Mixture of Experts
Proposition C.1. Assume that G is a mixing measure in Ok(Θ) that satisfy gG(Y |X) = gG∗(Y |X) for almost surely
(X,Y ). Then, we obtain that G ≡ G∗(λ), where G∗(λ) :=

∑k∗
i=1 exp(β

∗
0i/τ

∗)δ(λβ∗
1i,λτ

∗,a∗
i ,b

∗
i ,ν

∗
i )

, for some λ ̸= 0.

Proof of Proposition C.1. Firstly, let us recall that two mixing measures G and G∗ admit the following forms:

G =

k′∑

i=1

exp
(β0i
τ

)
δ(β1i,τ,ai,bi,νi), G∗ =

k∗∑

i=1

exp
(β∗

0i

τ∗

)
δ(β∗

1i,τ
∗,a∗

i ,b
∗
i ,ν

∗
i )
,

where k′ ≤ k. Since gG(Y |X) = gG∗(Y |X) for almost surely (X,Y ), we have

k∑

i=1

Softmax
( (β1i)⊤X + β0i

τ

)
· f(Y |a⊤i X + bi, νi) =

k′∑

i=1

Softmax
( (β∗

1i)
⊤X + β∗

0i

τ∗

)
· f(Y |(a∗i )⊤ + b∗i , ν

∗
i ). (93)

As the mixture of location-scale Gaussian distributions is identifiable (Teicher, 1960; 1961; 1963), it follows that k′ = k∗
and

{
Softmax

( (β1i)⊤X + β0i
τ

)
: i ∈ [k′]

}
=
{
Softmax

( (β∗
1i)

⊤X + β∗
0i

τ∗

)
: i ∈ [k∗]

}
,

for almost surely X . WLOG, we may assume that

Softmax
( (β1i)⊤X + β0i

τ

)
= Softmax

( (β∗
1i)

⊤X + β∗
0i

τ∗

)
, (94)

for almost surely X for any i ∈ [k∗]. It is worth noting that the Softmax function is invariant to translations, then
equation (94) indicates that β1i/τ = β∗

1i/τ
∗ + v1 and β0i/τ = β∗

0i/τ
∗ + v0 for some v1 ∈ Rd and v0 ∈ R. However, from

the assumptions β1k = β∗
1k = 0d and β0k = β∗

0k = 0, we deduce that v1 = 0d and v0 = 0. Consequently, we get that
β1i/τ = β∗

1i/τ
∗ and β0i/τ = β∗

0i/τ
∗ for any i ∈ [k]. Thus, we deduce that β1i = λβ∗

1i and τ = λτ∗, for some λ ̸= 0.

Then, equation (93) can be rewritten as

k∗∑

i=1

exp
(β0i
τ

)
exp

( (β1i)⊤X
τ

)
f(Y |(ai)⊤X + bi, νi) =

k∗∑

i=1

exp
(β∗

0i

τ∗

)
exp

( (β∗
1i)

⊤X
τ∗

)
f(Y |(a∗i )⊤X + b∗i , ν

∗
i ), (95)

for almost surely (X,Y ). Next, we denote J1, J2, . . . , Jm as a partition of the index set [k∗], where m ≤ k, such that
exp(β0i/τ) = exp(β∗

0i′/τ
∗) for any i, i′ ∈ Jj and j ∈ [k∗]. On the other hand, when i and i′ do not belong to the same set

Jj , we let exp(β0i/τ) ̸= exp(β0i′/τ
∗). Thus, we can reformulate equation (95) as

m∑

j=1

∑

i∈Jj

exp
(β0i
τ

)
exp

( (β1i)⊤X
τ

)
f(Y |(ai)⊤X + bi, νi) =

m∑

j=1

∑

i∈Jj

exp
(β∗

0i

τ∗

)
exp

( (β∗
1i)

⊤X
τ∗

)
f(Y |(a∗i )⊤X + b∗i , ν

∗
i ),

for almost surely (X,Y ). This results leads to {((ai)⊤X + bi, νi) : i ∈ Jj} ≡ {((a∗i )⊤X + b∗i , ν
∗
i ) : i ∈ Jj}, for almost

surely X for any j ∈ [m]. Therefore, we have

{(ai, bi, νi) : i ∈ Jj} ≡ {(a∗i , b∗i , ν∗i ) : i ∈ Jj},

for any j ∈ [m]. As a consequence,

G =

m∑

j=1

∑

i∈Jj

exp
(β0i
τ

)
δ(β1i,τ,ai,bi,νi) =

m∑

j=1

∑

i∈Jj

exp
(β0i
τ

)
δ(λβ∗

1i,λτ
∗,a∗

i ,b
∗
i ,ν

∗
i )

= G∗(λ).

Hence, we reach the conclusion of this proposition.

Proposition C.2. Assume that G is a mixing measure in Ok(Θ) that satisfy pG(Y |X) = pG∗(Y |X) for almost surely
(X,Y ). Then, we obtain that G ≡ G∗.
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Proof of Proposition C.2. Firstly, let us recall that two mixing measures G and G′ admit the following forms:

G =

k′∑

i=1

exp
(β0i
τ

)
δ(β1i,τ,ai,bi,νi), G∗ =

k∗∑

i=1

exp
(β∗

0i

τ∗

)
δ(β∗

1i,τ
∗,a∗

i ,b
∗
i ,ν

∗
i )
,

where k′ ≤ k. Since pG(Y |X) = pG∗(Y |X) for almost surely (X,Y ), we have

k∑

i=1

Softmax
(σ((β1i)⊤X) + β0i

τ

)
· f(Y |a⊤i X + bi, νi) =

k′∑

i=1

Softmax
(σ((β∗

1i)
⊤X) + β∗

0i

τ∗

)
· f(Y |(a∗i )⊤ + b∗i , ν

∗
i ).

(96)

As the mixture of location-scale Gaussian distributions is identifiable (Teicher, 1960; 1961; 1963), it follows that k′ = k∗
and

{
Softmax

(σ((β1i)⊤X) + β0i
τ

)
: i ∈ [k′]

}
=
{
Softmax

(σ((β∗
1i)

⊤X) + β∗
0i

τ∗

)
: i ∈ [k∗]

}
,

for almost surely X . WLOG, we may assume that

Softmax
(σ((β1i)⊤X) + β0i

τ

)
= Softmax

(σ((β∗
1i)

⊤X) + β∗
0i

τ∗

)
, (97)

for almost surely X for any i ∈ [k∗]. It is worth noting that the Softmax function is invariant to translations, then
equation (97) indicates that [σ((β1i)⊤X) + β0i]/τ = [σ((β∗

1i)
⊤X) + β∗

0i]/τ
∗ + v for some v ∈ R. However, from the

assumptions σ((β∗
1k∗

)⊤X) + β∗
0k∗

= 0, we deduce v = 0. Consequently, we get that

[σ((β1i)
⊤X) + β0i]/τ = [σ((β∗

1i)
⊤X) + β∗

0i]/τ
∗,

for almost surely X for any i ∈ [k]. Thus, when X = 0d, we deduce that β0i/τ = β∗
0i/τ

∗, which implies that
σ((β1i)

⊤X)/τ = σ((β∗
1i)

⊤X)/τ∗ for almost surely X . Again, when X = 0d, since σ(0) ̸= 0, we obtain that τ = τ∗, and
therefore, β1i = β∗

1i for any i ∈ [k∗].

Then, equation (96) can be rewritten as

k∗∑

i=1

exp
(β0i
τ

)
exp

(σ((β1i)⊤X)

τ

)
f(Y |(ai)⊤X + bi, νi) =

k∗∑

i=1

exp
(β∗

0i

τ∗

)
exp

(σ((β∗
1i)

⊤X)

τ∗

)
f(Y |(a∗i )⊤X + b∗i , ν

∗
i ),

(98)

for almost surely (X,Y ). Next, we denote J1, J2, . . . , Jm as a partition of the index set [k∗], where m ≤ k, such that
exp(β0i/τ) = exp(β∗

0i′/τ
∗) for any i, i′ ∈ Jj and j ∈ [k∗]. On the other hand, when i and i′ do not belong to the same set

Jj , we let exp(β0i/τ) ̸= exp(β0i′/τ
∗). Thus, we can reformulate equation (98) as

m∑

j=1

∑

i∈Jj

exp
(β0i
τ

)
exp

(σ((β1i)⊤X)

τ

)
f(Y |(ai)⊤X + bi, νi)

=

m∑

j=1

∑

i∈Jj

exp
(β∗

0i

τ∗

)
exp

(σ((β∗
1i)

⊤X)

τ∗

)
f(Y |(a∗i )⊤X + b∗i , ν

∗
i ),

for almost surely (X,Y ). This results leads to {((ai)⊤X + bi, νi) : i ∈ Jj} ≡ {((a∗i )⊤X + b∗i , ν
∗
i ) : i ∈ Jj}, for almost

surely X for any j ∈ [m]. Therefore, we have

{(ai, bi, νi) : i ∈ Jj} ≡ {(a∗i , b∗i , ν∗i ) : i ∈ Jj},
for any j ∈ [m]. As a consequence,

G =

m∑

j=1

∑

i∈Jj

exp
(β0i
τ

)
δ(β1i,τ,ai,bi,νi) =

m∑

j=1

∑

i∈Jj

exp
(β0i
τ

)
δ(β∗

1i,τ
∗,a∗

i ,b
∗
i ,ν

∗
i )

= G∗.

Hence, we reach the conclusion of this proposition.
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D. Experimental Details
In this appendix, we provide additional details regarding the experimental setups.

D.1. Expectation-Maximization (EM) Algorithm

Our approach for parameter estimation in the dense-to-sparse gating Gaussian MoE model employs an Expectation-
Maximization (EM) algorithm. We present the Expectation-Maximization (EM) algorithm used for parameter estimation in
the context of a Mixture of Experts (MoE) model. The derivation and formulation closely follow (Jordan & Xu, 1995).

The EM algorithm is an iterative optimization technique used for finding maximum likelihood estimates of parameters in
models with latent variables. In the context of MoE, the latent variables correspond to the assignment of data points to
specific experts. Denote the latent variables as Zik, indicating whether expert k is responsible for the observation i, i.e.,

Zij =

{
1 if Yi is generated from the jth expert,
0 Otherwise.

The algorithm alternates between two key steps: Expectation and Maximization.

D.1.1. EXPECTATION STEP

In the E-step, the algorithm estimates the posterior probabilities of the latent variables given the observed data and the current
parameters. This involves calculating the responsibility of each expert for each data point. We denote the responsibility of
the jth expert for (Xi, Yi) at iteration t by

τ
(t)
ij = E[Zi,j |(Xi, Yi); Θ

(t)]

=

Softmax

(
β
(t)⊤
1j Xi+β

(t)
0j

τ(t)

)
· f
(
Yi

∣∣∣ a(t)⊤j Xi + b
(t)
j , ν

(t)
j

)

∑k
l=1 Softmax

(
β
(t)⊤
1l Xi+β

(t)
0l

τ(t)

)
· f
(
Yi

∣∣∣ a(t)⊤l Xi + b
(t)
l , ν

(t)
l

) .

Here, Θ(t) represents the set of all parameters in the Mixture of Experts (MoE) model at iteration t.

D.1.2. MAXIMIZATION STEP

In the Maximization step, the model parameters are updated to maximize the expected log-likelihood obtained from the
latent variable distribution derived in the Expectation step. This involves updating the parameters of both the expert models
and the gating network based on the responsibilities computed in the E-step.

M-step for expert parameters. The update equations for expert parameters are given by:

ν
(t+1)
j =

1
∑n

i=1 τ
(t)
ij

n∑

i=1

τ
(t)
ij

(
Yi − (a

(t)⊤
j Xi + b

(t)
j )
)2
,

θ
(t+1)
j =

(
n∑

i=1

τ
(t)
ij · X̃iX̃

⊤
i

ν
(t)
j

)−1( n∑

i=1

τ
(t)
ij · YiX̃i

ν
(t)
j

)
,

where X̃⊤
i = (X⊤

i , 1), and θ(t)⊤j = (a
(t)⊤
j , b

(t)
j ) for j = 1, 2, ..., k.

M-step for gating parameters. Finally, the update for gating parameters can be viewed as a specific form of a generalized
linear model, specifically a multinomial logit model, as observed by (Jordan & Jacobs, 1994). Efficient fitting of such
models is achieved through iteratively reweighted least squares (IRLS), a variant of Newton’s method. First, let’s denote
θ
(t)⊤
0j := (β

(t)⊤
1j , β

(t)
0j , τ

(t)). Then, the update rule for the gating network parameters is given by:

θ
(t+1)
0j = θ

(t)
0j + η(R

(t)
j )−1e

(t)
j ,
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where

e
(t)
j =

n∑

i=1

k∑

j=1

(
τ
(t)
ij − Softmax

(
β
(t)⊤
1j Xi + β

(t)
0j

τ (t)

))
g
(t)
ij ,

R
(t)
j =

n∑

i=1

k∑

j=1

Softmax

(
β
(t)⊤
1j Xi + β

(t)
0j

τ (t)

)(
1− Softmax

(
β
(t)⊤
1j Xi + β

(t)
0j

τ (t)

))
g
(t)
ij g

(t)⊤
ij ,

g
(t)
ij = ∇θ0j

(
β
(t)⊤
1j Xi + β

(t)
0j

τ (t)

)
=

(
X⊤

i , 1,−
β
(t)⊤
1j Xi + β

(t)
0j

(τ (t))2

)⊤

.

These two steps are iteratively repeated until convergence, providing a framework for estimating the model parameters that
maximize the likelihood of the observed data. Furthermore, it is noteworthy to highlight that we choose the convergence
criterion as ϵ = 10−6 and execute a maximum of 1000 iterations for the EM algorithm, with an 100 iterations for the
Iteratively Reweighted Least Squares (IRLS) algorithm at each EM iteration, employing a learning rate of η = 0.01.

D.2. Experimental Setup

Synthetic Data. We conducted experiments using synthetic datasets generated with the true mixing measure G∗ =∑2
i=1 exp(β

∗
0i/τ

∗)δ(β∗
1i,τ

∗,a∗
i ,b

∗
i ,ν

∗
i )

of order k∗ = 2. We generated i.i.d samples {(Xi, Yi)}ni=1 by initially sampling Xi

values from a zero-mean Gaussian distribution with unit variance, followed by sampling Yi values from the true conditional
density gG∗(Y |X) of a Gaussian mixture with softmax gating, comprising k∗ = 2 experts:

gG∗(Y |X) =

2∑

i=1

Softmax
( (β∗

1i)
⊤X + β∗

0i

τ∗

)
· f(Y |(a∗i )⊤X + b∗i , ν

∗
i ). (99)

The values corresponding to the true parameters are detailed in Table 2.

Gating parameters Expert parameters

Expert 1 (β∗
01, β

∗
11, τ

∗) = (0,−10, 0.5) (a∗1, b
∗
1, ν

∗
1 ) = (−1, 2, 0.3)

Expert 2 (β∗
02, β

∗
12, τ

∗) = (0, 0, 0.5) (a∗2, b
∗
2, ν

∗
2 ) = (1, 2, 0.4)

Table 2. Parameter values of the true model.
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Figure 2. A visual illustration depicting the correlation between variables X and Y , along with their individual marginal distributions.
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Initialization. For each k ∈ {k∗, k∗ + 1}, elements from the set {1, 2, ..., k} are randomly distributed among k∗ Voronoi
cells denoted as C1, C2, . . . , Ck, ensuring that each cell contains at least one element. This process is repeated for each
replication. Subsequently, for each j ∈ [k], all parameters are initialized by sampling from a Gaussian distribution centered
around their true counterparts with a small variance, where i ∈ Cj .
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