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Abstract
Experimental design techniques such as active
search and Bayesian optimization are widely used
in the natural sciences for data collection and dis-
covery. However, existing techniques tend to fa-
vor exploitation over exploration of the search
space, which causes them to get stuck in local
optima. This collapse problem prevents experi-
mental design algorithms from yielding diverse
high-quality data. In this paper, we extend the
Vendi scores—a family of interpretable similarity-
based diversity metrics—to account for quality.
We then leverage these quality-weighted Vendi
scores to tackle experimental design problems
across various applications, including drug dis-
covery, materials discovery, and reinforcement
learning. We found that quality-weighted Vendi
scores allow us to construct policies for experi-
mental design that flexibly balance quality and di-
versity, and ultimately assemble rich and diverse
sets of high-performing data points. Our algo-
rithms led to a 70%–170% increase in the number
of effective discoveries compared to baselines.

1. Introduction
Many real-world tasks can be framed as expensive discovery
problems, where one explores large databases in search of
rare, valuable items. For instance, a scientist aiming to find
a drug for a disease may need to iterate over millions of
molecules to discover those that bind to specific biological
targets. These search problems also often involve an ex-
pensive labeling process: the scientist will need to perform
costly, time-consuming experiments to test for a molecule’s
binding activity to study its characteristics. This high cost in
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experimentation rules out exhaustive search and motivates
the need for more sophisticated search strategies.

Powerful active search (AS) and Bayesian optimization
(BayesOpt) techniques have been developed over the
years (Garnett et al., 2012; Jiang et al., 2017; Nguyen et al.,
2021; Nguyen & Garnett, 2023; Eriksson et al., 2019) to
tackle the problems mentioned above. While these ad-
vances have led to a more flexible experimental design
framework, there has been a recent surge in interest in mod-
ifying existing algorithms to not only perform effective
search/optimization but also induce more diversity during
experimentation. For example, Malkomes et al. (2021) pro-
posed an AS method in which data points sufficiently close
to discoveries already made are removed from the pool, ef-
fectively encouraging a more diverse search. Maus et al.
(2023), on the other hand, formulated a BayesOpt problem
where the goal is to maintain and optimize multiple solu-
tions that are constrained to be different from one another.
These works leverage local penalization to induce diversity.

Even though local penalization is a natural way to encour-
age diversity, it requires defining constraints to control the
algorithms’ behavior. However, setting these constraints can
be challenging for complex, high-dimensional spaces. In
this work, we present an alternative approach to local penal-
ization to enforce diversity in experimental design. More
specifically, we extend the Vendi scores (VS) (Friedman &
Dieng, 2023; Pasarkar & Dieng, 2023) to account for the
quality of the items in a given input set. We call these new
scores quality-weighted Vendi scores.

These quality-weighted Vendi scores offer us a mathemati-
cally convenient way to evaluate quality and diversity and
yield a unified framework for diverse experimental design.
We applied the quality-weighted Vendi scores to both AS
and BayesOpt across a wide variety of tasks involving drug
discovery, materials discovery, and reinforcement learning.
For all these tasks, we compared against strong existing
baselines for experimental design, as well as analyzed the
performance of our algorithms for various quality-diversity
trade-offs. In all our experiments, we found that experimen-
tal design algorithms leveraging quality-weighted Vendi
scores tend to outperform their counterparts in terms of both
the diversity and the quality of the data points they yield.
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Figure 1. Batches of 10 data points maximizing various VS and qVS functions, obtained with multi-start gradient-based optimization. The
scoring function is a Gaussian function centered at the middle point, as illustrated by the heat maps. The quality-weighted Vendi Score
balances between the quality of the selected data points and their diversity; this balance is smoothly controlled by the order q.

2. The Quality-Weighted Vendi Score
We first provide background on the Vendi score (VS) as a
metric of diversity of a given set and introduce our exten-
sion to the VS that incorporates quality scores of individual
members. We then examine computationally efficient ways
to optimize this quality-weighted VS, which will allow us to
tackle a wide range of experimental design tasks in Sect. 3.

2.1. The Vendi Score

Consider a finite set of data points X = {xi}ni=1 in some
domain X . Friedman & Dieng (2023) introduced the Vendi
Score (VS) to characterize the diversity of a collection of
items such as X . VS is defined as the exponential of the
Shannon entropy of the normalized eigenvalues of the kernel
similarity matrix corresponding to X . Specifically, given a
positive semidefinite similarity function k : X × X → R,
where k(x, x) = 1 for all x ∈ X , denote by K ∈ Rn×n the
kernel matrix corresponding to the set X = {xi}ni=1 where
each entry Ki,j = k(xi, xj). Further denote the eigenvalues
of K as λ1, λ2, . . . , λn. The VS is defined as:

VS(X; k) = exp

(
−

n∑
i=1

λi log λi

)
, (1)

where λ1, λ2, . . . , λn are the normalized eigenvalues of K
such that λi = λi/

∑n
i=1 λi, and 0 log 0 is defined to be

0. As K is a positive semidefinite matrix, the eigenvalues
λ1, λ2, . . . , λn are non-negative and the normalized eigen-
values λ1, λ2, . . . , λn sum to 1. The VS is then valid and
can be viewed as the Shannon entropy of these normalized
eigenvalues.

Friedman & Dieng (2023) explored the features of the VS
as a diversity metric, and demonstrated that VS(X; k) can
be interpreted as the effective number of unique samples of
X . In the extreme case where all items in X are unique, K
is the identity matrix and VS(X;K) = n. At the other end
of the spectrum, if all items are identical, K is the all-one
matrix and VS(X;K) = 1. Overall, the VS offers us a
mathematically principled yet convenient way to quantify
the diversity of the items in a set X . Unlike the determi-
nantal point process (DPP) likelihoods (Kulesza & Taskar,
2012), another tool commonly used in diversity-related ma-
chine learning tasks, VS does not reduce to 0 when there
are duplicates in the input set X . Compared to Hill numbers
(Hill, 1973), the VS is not restricted to the assumption that
different data points (species) are completely dissimilar to
one another and thus allows us to effectively account for
similarity between pairs of items.

2.2. Accounting for Quality in the Vendi Score

The VS captures diversity but treats all items in X the
same when it comes to their quality. In many situations,
however, we may reasonably want our diversity metric to
further express preference for items that exhibit desirable
characteristics by incorporating “quality scores”, upweight-
ing or downweighting the final output based on the quality
of individual items. In other words, given a score function
s : X → R that quantifies the quality of a given item x ∈ X ,
we are interested in an extension to the VS that increases not
only with more diverse but also with higher-quality items.

One may be tempted to mimic the DPPs’ ability to naturally
incorporate “quality scores” into their likelihoods, whereby
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the input kernel matrix is modified so that each entry Ki,j is
multiplied with the two corresponding quality scores s(xi)
and s(xj). Unfortunately, applying the same modification
here for the VS does not lead to desirable results. The
mismatch in behavior stems from the inherent mathematical
difference between the two operations. The DPP likelihood
can be interpreted as the volume spanned by the quality-
weighted feature vectors of individual items xi whose outer
products yield the kernel matrix. It therefore increases with
higher values of s(xi). The VS, on the other hand, computes
the Shannon entropy of the normalized eigenvalues of the
kernel matrix, which does not behave monotonically with
respect to the values of the entries in K.

Our chosen solution to extend the VS to account for quality
is simple—multiply the VS as defined in Eq. (1) by the
average quality score of individual items:

qVS(X; k, s) =

(
n∑

i=1

s(xi)/n

)
VS(X; k). (2)

This quality-weighted VS, qVS for short, possesses mul-
tiple desiderata partially inherited from the VS. First, the
output is maximized when all items are maximally diverse
(the covariances Ki,j = 0) and achieve the highest quality
score. Conversely, the qVS is minimized when all items
are identical and yield the lowest quality score. Fixing the
quality scores s(xi), more diverse items (as measured by
the VS) yield higher qVS values. Fixing the diversity score
measured by the VS, higher-quality items yield higher qVS
values. The intuitive interpretation of the VS as the effective
number of unique samples carries over as well. The qVS
can be interpreted as the effective number of high-quality
samples in the input set. Overall, the qVS allows us to ex-
press our preference for diverse sets of high-quality data
points.

2.3. Controlling the Quality–Diversity Trade-off

The balance between diversity and quality for a given set
of items is explicitly achieved by maximizing the qVS in
Eq. (2). However, in many scenarios, we may reasonably
seek to control this balance to favor more diverse or higher-
quality items, depending on our goal. Inspired by the Rényi
entropy, Pasarkar & Dieng (2023) proposed a generalization
of the VS by introducing an extra hyperparameter q ≥ 0,
defining the VS of order q as:

VSq(X; k) = exp

(
1

1− q
log

( n∑
i=1

(λi)
q

))
, (3)

where λ1, λ2, . . . , λn are, again, the normalized eigenvalues
of the kernel matrix K corresponding to the input set X .
Further, when q ∈ {0, 1,∞}, the VSq is defined as the
limit of Eq. (3) as q approaches the target order. We briefly

note that when q = 1, we recover the traditional VS that is
the Shannon entropy of the normalized eigenvalues of the
similarity matrix.

The order q smoothly controls the sensitivity to the non-
uniformity of these eigenvalues, and thus the evaluation of
the diversity of X . A smaller value of q leads to a VS that
is more sensitive to X in that the VS increases faster than
that of a larger q when we add items to X . In the extreme
case, VS0 is simply the count function, which increases
by 1 every time a new data point is added to X , ignoring
the diversity of the set. For a larger q, it takes a completely
unique data point (with zero covariances with other items) to
lead to an increase of 1 in the VS. We use this more general
VS in Eq. (2) to effectively balance quality and diversity.

2.4. Optimizing the Quality-Weighted Vendi Score

With the qVS in hand, we can evaluate the value of a given
input set X , assessing its diversity and the quality of its
members. A question naturally arises: given the domain
X , how can we identify a subset of a particular size that
maximizes the qVS? That is, we want to find:

X∗ = argmax
X⊂X ,|X|=n

qVS(X; k, s). (4)

As the VS in Eq. (1) is differentiable, if the domain X is a
compact space, the qVS can be efficiently maximized using
an off-the-shelf gradient-based optimizer with multi-start,
assuming that we also have access to the gradients of the
kernel k as well as the score function s.

The panels of Fig. 1 show an example in 2 dimensions within
X = [−1, 1]2. Here, we use an isotropic Gaussian kernel:
k(x1,x2) = exp

(
−∥x1 − x2∥2/2

)
, and a Gaussian score

function centered at the origin: s(x) = exp
(
−∥x∥2/2

)
,

shown as the heat maps. We run a gradient-based optimizer
with multi-start to find a batch X∗ of size n = 10 maximiz-
ing the VS (top row) and the qVS (bottom row) of different
orders q and show the members of the optimal batches as
red x’s. We notice interesting distinctions between the pan-
els. The data points at the top maximizing the VS are well
spread out across the domain, maximizing pure diversity.
Further, as q increases, groups of close-by data points are
discouraged, and the points are pushed towards the bound-
ary. The data points maximizing the qVS at the bottom,
on the other hand, favor points that yield high values for
the score function while still achieving excellent diversity
among the items. This figure showcases the qVS’ ability
to account for both quality and diversity, with the order q
serving to flexibly control the balance between the two, with
priority for diversity growing as q increases.

If we can only evaluate k or s in a black-box manner, or
if the domain X is a discrete set of items, optimization of
the qVS becomes more challenging. In fact, given a dis-
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crete search space X , exact maximization of Eq. (4) is a
combinatorial problem, as we need to iterate over all pos-
sible subsets X of size n in search for the optimal X∗. We
instead opt for approximate maximization of the qVS us-
ing the sequential greedy heuristic (Nemhauser et al., 1978;
Krause & Guestrin, 2007), which has found application in
maximizing functions with diminishing returns, including
DPPs’ likelihoods. More specifically, we sequentially build
the approximately optimal batch X∗ from the empty set,
finding the item x that yields the largest increase in the qVS
at each iteration:

x∗ = argmax
x∈X\X∗

qVS
(
X∗ ∪ {x}; k, s

)
− qVS

(
X∗; k, s

)
.

(5)

We repeat this greedy search until the running batch X∗
reaches the desirable size, at which point we return X∗ as
the set that approximately maximizes the qVS. While we
do not prove any theoretical guarantee in terms of optimiza-
tion performance of the greedy strategy on the qVS, we
empirically observe that the procedure works well in our
experiments and is efficient enough to run at scale.

3. Designing Diverse Experiments with the
Vendi Score

We are tasked with sequentially querying an expensive-to-
evaluate oracle to obtain observations of a system of interest.
At each iteration of this procedure, we train a probabilistic
model on the data collected so far and use the predictions
of this model to decide which data point to label next. This
process is repeated for a pre-specified number of iterations.
The goal is to design effective ways to collect more data to
maximize a metric of interest at the end of the procedure.

3.1. Diverse Active Search

Given a large but finite pool of unlabeled data X , we seek
to identify data points belonging to a rare, valuable class of
interest. We label these valuable data points, referred to as
positives, with y = 1 and use y = 0 for the other points,
referred to as negatives. The label of a data point is not
known a priori, but can be determined by querying an ex-
pensive oracle. Traditional AS targets achieving the highest
“hit rate”, that is, maximizing the number of positives in the
collected data,

∑
(x,y)∈D y, where D is the collection of

data we have chosen to label at the end of the search.

Given this formulation, active search (AS) strategies tend to
become too exploitative, making many observations within
regions in the search space X known to yield a high hit rate.
As Nguyen & Garnett (2023) argued, in settings such as
scientific discovery, there are diminishing returns in making
additional discoveries in a frequently observed region: “a
discovery in a novel region of the design space may offer

more marginal insight than the 100th discovery in an already
densely labeled region.” We thus aim at an alternative AS
setting that rewards diverse discoveries. As the VS has been
established as a principled diversity metric, we propose to
directly use it to measure our search performance when
diversity is of interest and modify the AS objective to be
maximized to be:

VSq
(
D+; k

)
, (6)

where the operator + gives the subset of positives within
a set: D+ ≜ {x | (x, y) ∈ D, y = 1}. Our goal in this
diversity-aware search is to collect a set of diverse positives.
Interestingly, setting q = 0 recovers the base version of AS,
where our utility function is the count function. We thus
view our formulation as a generalization of traditional AS.

How should we design our queries to the oracle, sequen-
tially selecting among the unlabeled data, so as to maximize
the objective defined above? Assuming access to a prob-
abilistic predictive model that outputs, Pr (y = 1 | x,D),
the probability that an unlabeled item x has a positive label
given the data observed so far, we can derive the one-step
Bayesian optimal decision, the data point x∗ that maximizes
the expected increase of the objective in Eq. (6):

x∗ = argmax
x∈X\D

E
[
VSq

(
(D ∪ {x})+; k

)]
−VSq

(
D+; k

)
,

(7)
where the expectation is taken with respect to the label of

each unlabeled candidate x ∈ X \ D.

In a purely sequential regime where queries are made one
after another, Bayesian decision theory guides us to select
x∗ to greedily maximize our VS objective. In batch settings
where multiple queries are made simultaneously to maxi-
mize experimental throughput—which are common in the
real world—one may be tempted to simply extend the search
criterion in Sect. 3.1 from a single candidate x ∈ X \ D to
a batch of queries X ⊂ X \ D, seeking to maximize the
expected increase of the VS of the positives in D ∪X . This
is a daunting task. First, for any candidate batch X of size
b, we need to iterate over 2b possible label combinations of
this batch to compute the expected VS after making these
queries. Second, similar to the task of finding a batch to
optimize the VS or the qVS, finding a batch to optimize the
expected VS means searching over a combinatorial space,
requiring exponential computational effort.

The difficulties above motivate us to find a computationally
tractable alternative criterion to select the next queries at
each iteration of a batch AS problem. An ideal batch of
queries should balance between high probability for the
candidates to have positive labels (after all, positives are
the target of our search) and diversity among both those
queries and the already observed positives. As its goal
is precisely offering an evaluation function that balances
between some metric of quality and diversity, we turn to the
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qVS for this task. Specifically, we set the scoring function
s(x) to be exactly the probability of being a positive π(x) =
Pr (y = 1 | x,D), and use the qVS of the positives within
D ∪X as our diverse search criterion. In other words, we
seek to find:

X∗ = argmax
X⊂X\D

qVS
(
D+ ∪X; k, π

)
= argmax

X⊂X\D

 ∑
x∈X+(D)∪X

π(x)/n

VS
(
D+ ∪X; k

)
,

(8)

where n = |D+ ∪X|. Our last step is to identify the batch
X that maximizes this qVS metric, and we appeal to the
methods described in Sect. 2.4 for this task. We show the
pseudocode for our algorithm in Alg. 1.

3.2. Diverse Bayesian Optimization

Bayesian optimization (BayesOpt) (Garnett, 2022) is a
framework for optimizing black-box functions. Given a
domain X , which can be either discrete or continuous,
BayesOpt sets out to find the global optimum of an objective
function f of interest:

x∗ = argmax
x∈D

f(x).

Unlike active search (AS) where we work with binary labels,
BayesOpt deals with real-valued labels y that are the out-
puts of the objective function f . Further, while AS focuses
on finding many valuable data points within a search space,
BayesOpt targets the singular, most valuable data point, tack-
ling a different yet also relevant class of discovery problems
commonly encountered in experimental design.

Similar to our discussion on AS, the pure-optimization for-
mulation of BayesOpt often leads to overly exploitative
strategies. Even if a BayesOpt algorithm can effectively
identify the global optimum of the objective function, Maus
et al. (2023) argued this “all-or-nothing” goal of finding a
single best solution to a problem is undesirable in many
scenarios. For example, when trying to discover metal-
organic frameworks (MOFs) with high capacity for storage
of toxic gasses, scientists may apply BayesOpt to identify a
hypothetical MOF that, when simulated by a computer pro-
gram, possesses a high storage capacity. However, this high-
performing MOF may turn out to be infeasible to synthesize
in practice due to having unrealistic physical attributes. This
leads to wasted resources and efforts. Having a diverse set
of MOF candidates would give the scientist higher chances
at finding a synthesizable MOF that meats the target criteria.

Maus et al. (2023) proposed a modified formulation that
aims to find many diverse solutions. Their framework in-
volves maintaining a set of possible solutions that are of

high quality and diverse, where diversity is enforced by con-
straining the solutions to be at least a pre-specified distance
away from one another. Formally, denote by δ a distance
function for an objective function f of interest, they seek a
sequence of M solutions {x∗

1, x
∗
2, . . . , x

∗
M} such that:

x∗
1 = argmax

x∈X
f(x),

x∗
i = argmax

x∈X
f(x) subject to δ(x∗

i , x
∗
j ) ≥ τ,∀j < i,

(9)

where τ is a user-specified distance threshold that controls
the diversity of the resulting solutions. Maus et al. (2023)
dubbed this formulation rank-ordered BayesOpt, as the solu-
tions x∗

1, x
∗
2, . . . , x

∗
M are ranked in that each subsequent so-

lution is constrained to be far away from those that precede
it. The authors further proposed extending the trust region-
based BayesOpt algorithm TuRBO (Eriksson et al., 2019) to
this setting. TuRBO tackles high-dimensional problems via
local optimization and consists of a set of local optimizers.
Each optimizer maintains a trust region around a promis-
ing region, and the size of the region expands or shrinks
based on optimization performance. (Local optimization is
often accomplished with Thompson sampling (Russo et al.,
2018) within each trust region.) This strategy is particu-
larly amenable to the rank-ordered formulation above, as
one could center a trust region around each member of the
solution set x∗

i , and iteratively refine that member via local
optimization while obeying the diversity constraints. The
resulting algorithm, called ROBOT, was shown to be able to
identify diverse and high-quality solutions in several tasks.

As mentioned, the goal of rank-ordered BayesOpt is to
collect diverse data points that yield high objective values.
We propose to also use our qVS for this task and seek:

X∗ = argmax
X⊂X

qVSq(X; kδ, f)

= argmax
X⊂X

(∑
x∈X

f(x)/M
)
VS(X; kδ),

(10)

where M = |X| is the number of solutions we wish to
return to the user, and kδ is the similarity function derived
from the distance function δ (by, for example, inversing or
subtracting from a maximum distance). This formulation
removes the hyperparameter τ in Eq. (9) that constraints the
solutions to be at least some distance away. We view this as
a desirable feature in many instances, for example if the task
of setting τ is not straightforward, which is often the case in
high dimensions where reasoning about distances becomes
challenging. By relying on the qVS to automatically balance
diversity and quality among our solutions, we avoid this
hyperparameter that might be difficult to tune. Furthermore,
our algorithm can also take advantage of the trust region-
based strategy of TuRBO. Specifically, at each iteration of
the BayesOpt loop, we use Thompson sampling to generate
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samples f̄ of the Gaussian process fitted on the objective
function f within a local region of the domain, and use these
samples f̄ in lieu of the actual f(x) values to maximize the
criterion in Eq. (10). The selected data points that maximize
the criterion are chosen as our queries at the current iteration.
We give the pseudocode for our algorithm in Alg. 2.

Lastly, we acknowledge two potential concerns. First, if
the geometry of the domain of the problem in question is
well understood, and the user is confident the constraints
in the formulation of ROBOT in Eq. (9) are desirable, then
that method should indeed be preferred to ours, as ROBOT
specifically adheres to the constraints provided to it. Second,
while the qVS and VS metrics do have a hyperparameter of
their own—the order q—which controls the sensitivity to
the diversity of the items, we argue that the basic form with
q = 1 serves as a good starting point, and observe good
performance of q = 1 in our experiments. Empirically, a
user may tune q during a validation step prior to running
actual experiments by observing the induced behavior on a
toy example and adjusting q to match their preference.

4. Related Works
The quality-weighted diversity metric described in this pa-
per, qVS, directly extends the Vendi score (Friedman &
Dieng, 2023), which has found use in a wide range of ap-
plications (Pasarkar et al., 2023; Berns et al., 2023; Wu
et al., 2023; Liu et al., 2024). The qVS is an alternative
to the commonly used likelihoods of determinantal point
processes (DPP), which can also account for the quality of a
set of items but do not have a natural interpretation suitable
for evaluating diversity and quality.

We use the qVS to tackle two specific experimental design
problems, active search (AS) and Bayesian optimization
(BayesOpt), which commonly model discovery tasks in sci-
ence and engineering. While Garnett et al. (2012) originally
formulated AS as maximizing the raw number of discov-
ered targets, multiple subsequent works have extended the
AS framework to settings where diversity is of concern.
Vanchinathan et al. (2015) considered an Upper Confidence
Bound-style algorithm (Auer, 2002) with an extra priority
for diversity. Malkomes et al. (2021) proposed maximizing
a coverage objective, defined as the sum of the volumes of
hyperspheres drawn around the targets discovered. This cov-
erage metric encourages the queries to be far away from one
another. Nguyen & Garnett (2023) considered a multiclass
setting and opted for a metric that rewards diversity in the
labels.

In BayesOpt, diversity has been artificially induced to aid
optimization, commonly via a DPP (Wang et al., 2018;
Nava et al., 2022). Maus et al. (2023), on the other hand,
directly targeted discovering diverse, high-quality solutions.

As discussed in Sect. 3, they extended the state-of-the-art
TuRBO algorithm by constraining the current solutions to
be some distance away from one another. The resulting
BayesOpt method ROBOT, as well as methods for AS men-
tioned earlier, crucially depend on accurately specifying
the constraints to achieve the desired diversity. However,
these distance constraints can be challenging to specify and
enforce accurately, especially in high dimensions or with
structured data. The qVS, in addition to being interpretable,
offers a more flexible approach to diverse experimental de-
sign: instead of employing hard constraints on how far apart
the solutions should be, we rely on the qVS to balance qual-
ity and diversity. The qVS, as we will show in Sect. 3, can
be flexibly applied to many settings, including settings with
non-continuous data for which TuRBO and ROBOT aren’t
applicable.

5. Experiments
We now present results from our numerical experiments,
comparing active search (AS) and Bayesian optimization
(BayesOpt) performance of our methods against a wide
range of baselines. In each experimental setting, we average
results across 10 repeats with different initial data, chosen
uniformly at random from the search space (these sets of
10 different initial data sets are shared across the methods).
We briefly highlight the data sets used in our experiments
below and include further experimental details in Appx. C.

5.1. Diverse Active Search

We first discuss AS, where our goal is to collect a diverse
set of positive points in a binary setting. We study the
performance of our method, which we call qVS-AS, under
different orders q ∈ {0, 0.1, 0.5, 1, 2,∞}, both in the search
behavior as defined in Eq. (8) and in the evaluation metric.
Again note that q = 0 gives us the traditional AS setting
(Garnett et al., 2012), which counts the raw number of pos-
itives discovered and does not account for diversity. We
also consider relevant active learning/search algorithms dis-
cussed in Sect. 4: Expected Coverage Improvement (ECI)
(Malkomes et al., 2021) and SELECT (Vanchinathan et al.,
2015). These methods come with their own hyperparame-
ters to tune, and we only report the results obtained from
the highest-performing hyperparameters.

We consider the molecular discovery problem studied by
Mukadum et al. (2021), where our target is photoswitches
(molecules that change their properties upon irradiation)
in chemical databases that exhibit both desirable light ab-
sorbance and long half-lives. Roughly 36% of the molecules
in the search space are targets. Finally, we have a materials
discovery application where we search for alloys that can
form valuable bulk metallic glasses with higher toughness
and better wear resistance than crystalline alloys. This data
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Table 1. Average Vendi Scores under different orders q across 10 repeated experiments of the molecular discovery problem with the
photoswitch data; the best performance in each column is highlighted in bold (including ties). A star (∗) superscript indicates that the
reported result is chosen from the best hyperparameter in that setting.

method Vendi Score max. pairwise dist. kernel matrix det.
q = 0 q = 0.1 q = 0.5 q = 1 q = 2 q =∞

random search 72.20 (1.96) 60.66 (1.78) 44.30 (1.34) 30.59 (0.98) 18.42 (0.70) 7.96 (0.43) 0.94 (0.00) 0.32 (0.01)
ECI∗ 67.10 (1.93) 56.65 (1.24) 42.07 (0.70) 29.70 (0.35) 18.52 (0.34) 8.64 (0.26) 0.95 (0.00) 0.37 (0.02)

SELECT ∗ 125.90 (5.70) 97.33 (4.65) 58.07 (1.21) 30.09 (1.47) 12.53 (1.50) 4.40 (0.43) 0.95 (0.00) 0.06 (0.01)

qVS-AS

q = 0 167.50 (11.03) 105.70 (6.32) 52.78 (2.39) 20.83 (0.45) 7.30 (0.18) 3.28 (0.03) 0.93 (0.00) 0.02 (0.02)
q = 0.1 139.60 (4.76) 120.26 (3.80) 67.29 (1.55) 31.71 (0.82) 12.68 (0.51) 5.19 (0.32) 0.95 (0.00) 0.03 (0.01)
q = 0.5 72.00 (1.22) 67.91 (1.11) 53.53 (0.83) 39.85 (0.75) 24.55 (0.69) 9.01 (0.28) 0.95 (0.00) 0.39 (0.01)
q = 1 42.50 (0.49) 41.39 (0.51) 38.11 (0.46) 34.73 (0.41) 29.72 (0.36) 14.46 (0.39) 0.95 (0.00) 0.74 (0.00)
q = 2 33.70 (0.74) 33.39 (0.73) 32.25 (0.71) 30.98 (0.68) 28.88 (0.65) 17.37 (0.40) 0.94 (0.00) 0.85 (0.00)
q =∞ 21.90 (0.68) 21.84 (0.68) 21.59 (0.64) 21.29 (0.60) 20.75 (0.53) 15.93 (0.32) 0.94 (0.00) 0.93 (0.00)

Table 2. Average Vendi Scores under different orders q across 10 repeated experiments of the materials discovery problem with the bulk
metal glass data; the best performance in each column is highlighted in bold (including ties). A star (∗) superscript indicates that the
reported result is chosen from the best hyperparameter in that setting.

method Vendi Score max. pairwise dist. kernel matrix det.
q = 0 q = 0.1 q = 0.5 q = 1 q = 2 q =∞

random search 7.20 (0.86) 7.18 (0.85) 7.09 (0.82) 6.99 (0.79) 6.82 (0.74) 5.42 (0.41) 13.16 (0.62) 0.88 (0.08)
ECI∗ 25.00 (0.00) 24.89 (0.00) 24.46 (0.00) 23.92 (0.00) 22.85 (0.00) 12.85 (0.00) 15.35 (0.52) 0.99 (0.00)

SELECT ∗ 143.90 (2.85) 130.63 (4.47) 99.59 (5.66) 69.57 (6.12) 36.19 (5.13) 9.67 (1.46) 12.42 (0.60) 0.00 (0.00)

qVS-AS

q = 0 186.00 (3.04) 146.35 (4.20) 69.49 (5.14) 26.42 (3.86) 8.66 (1.45) 3.31 (0.36) 6.45 (0.54) 0.00 (0.00)
q = 0.1 174.30 (3.59) 162.82 (4.05) 120.07 (5.23) 75.92 (5.11) 31.67 (3.07) 8.13 (0.75) 10.49 (0.36) 0.00 (0.00)
q = 0.5 160.40 (3.07) 156.68 (3.08) 141.15 (3.13) 120.74 (3.20) 83.15 (3.14) 20.94 (1.19) 15.08 (0.39) 0.00 (0.00)
q = 1 153.70 (1.24) 151.93 (1.23) 144.48 (1.19) 134.45 (1.17) 113.21 (1.24) 35.32 (1.28) 18.58 (0.70) 0.31 (0.05)
q = 2 137.60 (1.72) 136.82 (1.70) 133.59 (1.65) 129.32 (1.57) 120.19 (1.38) 50.55 (0.65) 22.34 (0.35) 0.96 (0.00)
q =∞ 65.40 (4.40) 65.34 (4.39) 65.11 (4.33) 64.82 (4.26) 64.25 (4.13) 52.71 (2.50) 25.58 (0.17) 1.00 (0.00)

set comprises 106 810 alloys from the materials literature
(Kawazoe et al., 1997; Ward et al., 2016), approximately
4% of which exhibit glass-forming ability.

To first ensure the quality of our predictive model, we per-
form the following benchmarking experiments. In each
experiment, we train the model on 100 random points from
a data set. We then pick out the test points that yield the
highest posterior probabilities Pr (y = 1 | x,D) and record
the proportion of this set are positives. For each data set,
we repeat this experiment 10 times and record the aver-
age precision-at-k, which ranges consistently from 80%
to 100%, indicating that our model produces high-quality
predictions and recovers pure sets of rare positives.

We use the VS of the collected positives in Eq. (6) as our
performance metric and show in the first portion of Tabs. 1
and 2 the VS (of different orders q) achieved by each method,
averaged across the 10 repeats. We see that our method qVS-
AS performs well across the problems, achieving the highest
VS in most cases; when it is not the best, it is typically a
close second behind a method with tuned hyperparame-
ters. Inspecting the performance of different realizations of
qVS-AS under varying values of the order q, we observe a
reasonable trend: qVS-AS with the order q matching that
of the evaluation metric tends to perform the best; further,
there is a smooth change in performance as we move across

the different values of q, showcasing the ability of this hy-
perparameter to smoothly control our algorithm’s behavior.

To further study the diversity of the data collected by each
method, we consider two metrics that quantify the spread
of the discovered targets: the maximum distance between
any pair of positives discovered and the determinant of the
kernel matrix of the collected positives (i.e., the squared
volume spanned by the feature vectors of the selected data
points with positive labels). The last two columns in Tabs. 1
and 2 show these results, where our method can again be
observed to achieve consistently good performance.

While our main target application is scientific discovery
problems such as these two tasks above, Appx. C includes
a product recommendation problem where the goal is to
assemble diverse recommendations to a user. Our method
performs well in that setting as well, illustrating its empirical
effectiveness across different applications. Appx. C further
includes a visualization of our method’s search, which ap-
propriately balances between exploitation of a known target
region and exploration the space to find more diverse targets.

5.2. Diverse Bayesian Optimization

We now present results from BayesOpt tasks, as formulated
in Sect. 3. To study the performance of our method, qVS-
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Figure 2. Average optimization performance and standard errors across 10 repeated experiments. Our method (shown in red) performs
competitively across the different settings.

(a) TuRBO (paths overlapping) (b) qVS-BayesOpt with q = 0.5 (c) qVS-BayesOpt with q = 1 (d) qVS-BayesOpt with q = 1.5

Figure 3. Trajectories identified by various search methods in the rover path finding problem. Our method finds a diverse set of paths,
whose diversity can be controlled using the order q of the qVS.

BayesOpt, we include as baselines (1) TuRBO (Eriksson
et al., 2019), the diversity-blind algorithm upon which qVS-
BayesOpt is based, (2) ROBOT (Maus et al., 2023), which
also tackles diverse BayesOpt, and (3) a random search al-
gorithm that uniformly samples its queries from the search
space at random. ROBOT has a hyperparameter τ that con-
trols the quality–diversity trade-off in its search, which we
set to the values used in the original investigation by Maus
et al. (2023). We test these methods on three optimization
tasks: (1) the rover path-finding task involves optimizing the
path of a mars rover while avoiding obstacles; (2) the lunar
lander task from reinforcement learning where we aim to op-
timize the control policy for an autonomous vehicle to safely
land on a given terrain; (3) the metal-organic framework
(MOF) storage capacity optimization task, where we aim to
identify the MOFs that have the highest storage capacity.

While the first two tasks are formulated as continuous opti-
mization problems (60- and 12-dimensional, respectively),
the third involves a discrete search space of structured data
(a database of 1000 MOFs). Typically, to deal with struc-
tured data such as molecules in BayesOpt, one may train
a deep learning model such as a variational autoencoder
(VAE) (Kingma & Welling, 2013) to obtain a continuous
embedding of the candidates one searches over (see Gómez-
Bombarelli et al. (2018) for an example in drug discovery).

From there, one can apply BayesOpt algorithms such as
TuRBO to that continuous embedding. However, unlike
drug-like molecules which have enjoyed enduring interest
from the machine learning community, MOFs are relatively
unexplored materials to which, to our knowledge, there does
not exist any consistently suitable VAE that can be applied.
We instead only work with a MOF-specific kernel function
that operates on any given pair among the 1000 candidate
MOFs. Without a continuous embedding, the trust region-
based algorithm TuRBO, and thus its extension to diverse
BayesOpt, ROBOT, cannot be applied to this MOF search
task. Instead, we employ a simple Upper Confidence Bound
(UCB) algorithm (Auer, 2002) as our baseline of traditional
BayesOpt. To realize our algorithm with the qVS, we di-
rectly use the UCB score as our metric of quality in Eq. (10)
which we use as our criterion for finding the next queries (in-
stead of the sample f̄ from Thompson sampling in TuRBO).
Details of this algorithm is given in Appx. A.

Results from these experiments are reported in Fig. 2, where
we show the highest objective value achieved across the 10
repeats. We see that our method qVS-BayesOpt (q = 1) per-
forms well across the experiments and remains competitive
against the state-of-the-art ROBOT in the two continuous
optimization problems. Surprisingly, in the lunar lander and
MOF search tasks, encouraging more diversity in our search

8



Quality-Weighted Vendi Scores And Their Application To Diverse Experimental Design

not only does not result in any slowdown in optimization
progress compared to traditional BayesOpt, but actually
leads to improved performance. We hypothesize this is be-
cause the search spaces in these two problems consist of
many local optima in which exploitative BayesOpt algo-
rithms could become trapped. To highlight our method’s
ability to identify diverse solutions, we first show in Fig. 3
the rover paths optimized by TuRBO, which targets pure
optimization, in a representative run. (Here, the number
of solutions to be returned to the user M = 3.) We see
that these paths are effectively identical to and overlap one
another. On the other hand, the other panels show the set of
3 solutions optimized by qVS-BayesOpt from the run using
the same initial data as TuRBO above, which exhibit varying
degrees of diversity corresponding to q ∈ {0.5, 1, 1.5}. We
also include in Appx. C a comparison between the different
algorithms in our MOF experiments, further illustrating our
method’s ability to make diverse discoveries.

6. Conclusion
We extended the Vendi scores to account for quality. We
used these new quality-weighted Vendi scores, or qVS,
to propose a unified framework for experimental design
tasks to make diverse discoveries in discrete and continu-
ous spaces. To optimize qVS, we proposed the sequential
greedy strategy, widely used to optimize functions with
diminishing returns. Our extensive experiments on scien-
tific discovery problems show that the algorithms resulting
from our framework can collect diverse, high-quality data,
effectively balancing exploitation and exploration.

Impact Statement
Our work targets experimental design techniques that are
often leveraged for scientific discovery. As argued in our
paper, many of these techniques may grow exploitative and
become stuck at local optima throughout the search space.
We see our efforts to encourage more diverse sampling as a
step towards addressing biased, potentially unrepresentative
data assembled by these automatic data collection proce-
dures. It is possible to use these techniques for purposes
with negative consequences (e.g., optimizing adversarial
attacks on deployed machine learning models (Suya et al.,
2020; Wan et al., 2021)); however, we judge that the poten-
tial positive impacts of our methods for diverse experimental
design outweigh the negative impacts.

Acknowledgements
Adji Bousso Dieng is supported by the NSF, Office of
Advanced Cyberinfrastructure (OAC): #2118201 and by
a Schmidt Sciences’ AI2050 Early Career Fellowship. This
paper is dedicated to Kwame Nkrumah.

References
Auer, P. Using Confidence Bounds for Exploitation-

Exploration Trade-offs. Journal of Machine Learning
Research, 3(Nov):397–422, 2002. (Cited on pgs. 6, 8,
and 13.)

Berns, S., Colton, S., and Guckelsberger, C. Towards Mode
Balancing of Generative Models via Diversity Weights.
arXiv preprint, 2023. arXiv:2304.11961 [cs.LG]. (Cited
on pg. 6.)

Cox, T. F. and Cox, M. A. Multidimensional Scaling. Chap-
man and Hall, 2001. (Cited on pg. 14.)

Eriksson, D., Pearce, M., Gardner, J., Turner, R. D., and
Poloczek, M. Scalable Global Optimization via Local
Bayesian Optimization. In Advances in Neural Informa-
tion Processing Systems, volume 32, 2019. (Cited on
pgs. 1, 5, 8, and 13.)

Friedman, D. and Dieng, A. B. The Vendi Score: A Diver-
sity Evaluation Metric for Machine Learning. Transac-
tions on Machine Learning Research, 2023. (Cited on
pgs. 1, 2, and 6.)

Garnett, R. Bayesian Optimization. Cambridge University
Press, 2022. (Cited on pg. 5.)

Garnett, R., Krishnamurthy, Y., Xiong, X., Schneider, J., and
Mann, R. Bayesian Optimal Active Search and Surveying.
In Proceedings of the 29th International Conference on
Machine Learning, 2012. (Cited on pgs. 1, 6, and 12.)
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Algorithm 1 qVS-AS for diverse active search

1: inputs observations D, query batch size n
2: returns query batch X of size n maximizing Eq. (8)
3: X ← ∅ ▷ sequentially built from the empty set
4: for i← 1, . . . , n do
5: for x ∈ X \ (D ∪X) do
6: α(x) = qVS

(
X+(D) ∪X ∪ {x}; k, p

)
▷ each candidate is scored by the qVS if added to X

7: end for
8: X ← X ∪ {argmaxx∈X\(D∪X) α(x)} ▷ add the candidate yielding the largest qVS to X
9: end for

Algorithm 2 qVS-BayesOpt with TuRBO for diverse Bayesian optimization

1: inputs observations D, number of trust regions M , query batch size n
2: returns query batch X of size n maximizing Eq. (10)
3:
4: for m← 1, . . . ,M do ▷ generate high-quality candidates in each trust region with TuRBO
5: Xm = TuRBOm(D)
6: end for
7: X ← ∪Mm=1Xm ▷ merge all high-quality candidates
8:
9: X ← ∅ ▷ sequentially built from the empty set

10: for i← 1, . . . , n do
11: for x ∈ X \X do
12: α(x) = qVS

(
X ∪ {x}; k, f̄

)
▷ each candidate is scored by the qVS if added to X

13: end for
14: X ← X ∪ {argmaxx∈X\X α(x)} ▷ add the candidate yielding the largest qVS to X
15: end for

A. Details on Search & Optimization Algorithms
We now describe our qVS-AS and qVS-BayesOpt algorithms. Our algorithms, as well as the baselines, use the same
predictive models throughout the experiments. In active search (AS), we reuse the k-nearest neighbors classification model
by Garnett et al. (2012), which computes the probability that a given unlabeled data point has a positive label as the
proportion of positive members among its labeled nearest neighbors. Our Bayesian optimization (BayesOpt) experiments
extend the software published by Maus et al. (2023), which uses a Gaussian process as the predictive model, as standard in
BayesOpt tasks.

Alg. 1 shows our qVS-AS algorithm for AS, which sequentially builds the batch of queries at a given search iteration
by greedily adding in candidates that lead to the largest increase in the qVS. Alg. 2 similarly shows our qVS-BayesOpt

Algorithm 3 qVS-BayesOpt for structured data within a discrete search space

1: inputs observations D, query batch size n
2: returns query batch X of size n maximizing Eq. (10) in the discrete case
3: X ← ∅ ▷ sequentially built from the empty set
4: for i← 1, . . . , n do
5: for x ∈ X \ (D ∪X) do
6: α(x) = qVS

(
D ∪X ∪ {x}; k,UCB

)
▷ each candidate is scored by the qVS if added to X

7: end for
8: X ← X ∪ {argmaxx∈X\(D∪X) α(x)} ▷ add the candidate yielding the largest qVS to X
9: end for

12



Quality-Weighted Vendi Scores And Their Application To Diverse Experimental Design

algorithm for continuous BayesOpt, which builds on top of TuRBO (Eriksson et al., 2019) with Thompson sampling to
generate an initial set of high-quality candidates and uses the qVS to select the final batch of queries. Finally, Alg. 3 shows
qVS-BayesOpt for our metal–organic framework search experiments, where the qVS is computed with the commonly used
UCB (Auer, 2002) score (with the exploration–exploitation trade-off hyperparameter β = 2) instead of Thompson samples
to deal with a discrete search space of structured data.

We also detail how we set the hyperparameters of the active learning baselines used in our experiments.

• The policy by Vanchinathan et al. (2015) has two hyperparameters: λ encourages diversity (measured by the logdet of
the Gram matrix of the collected data), and βt encourages UCB-style exploration of the space. We run all variants of
this policy with λ ∈ {0.25, 0.5, 0.75} and βt ∈ {0.1, 0.3, 1, 3, 10} and report the best performance.

• The policy by Malkomes et al. (2021) has a hyperparameter r, which sets the radius of the spheres that compute their
coverage measure. As we have access to similarity scores (between 0 and 1) among points in each of our data sets, the
spheres in this method cover points that are sufficiently similar (similarity greater than threshold 1− r) to a collected
target. We run all variants of this policy with r ∈ {0.25, 0.5, 0.75} and report the best performance.

B. Details on Data Sets
We describe the data sets used in our numerical experiments in this section.

• The FashionMNIST data set (Xiao et al., 2017) is used in its entirety with 70,000 data points. We then compute a
2-dimensional embedding using UMAP (McInnes et al., 2018). We use this embedding as the features of the data
points when training the predictive k-NN (with k = 5), and the radial basis function (RBF) kernel with a length scale
ℓ = 1 for calculating the Vendi Scores.

• For the photoswitch experiments, we obtain the data from Mukadum et al. (2021), which contains the Morgan
fingerprint (Rogers & Hahn, 2010) for each molecule in the database, from which we compute the Tanimoto similarity
coefficient (Willett et al., 1998) between each pair of molecules. These coefficients are used by the k-NN predictive
model (k = 10) and the VS calculations. The distance metric used to calculate maximum pairwise distances in our
experiments is defined as the corresponding coefficient subtracted from 1.

• Following Ward et al. (2016), we represent each data point in the bulk metal glass data set with various physical
attributes that were found to be informative in predicting glass-forming ability. Each feature is subsequently scaled to
range between 0 and 1. We set k = 100 for the k-NN model and use the RBF kernel with ℓ = 0.1 for the VS kernel.

• The metal–organic framework (MOF) data is from an ongoing collaboration with a group of materials scientists. The
MOF-specific kernel used in that collaboration is re-implemented in our experiments, for both the Gaussian process
and the VS. This kernel is a weighted sum of an RBF kernel operating on numerical features of the MOFs such as the
dimensions of the MOF pore (size, volume, etc.), two Tanimoto kernels defined similarly as that used in the photoswitch
experiments operating on the MOFs’ node and linker molecules respectively, and a Jensen–Shannon kernel (Nielsen,
2021) operating on the distributions of the pores. The weights of these individual kernels are optimized to maximize
the marginal likelihood of the training data when training the Gaussian process. For calculating the Vendi Scores, each
weight is set to be 0.25 so that our diversity metric stays consistent through the search. (The data will be made public
in the near future.)

Further, we follow Maus et al. (2023) in implementing the rover path-finding and lunar lander problems.

C. More Experimental Results
We first discuss the design of our numerical experiments in Sect. 5. In active search experiments, each experimental run
consists in total of 200 queries, divided into 40 batches of 5 queries. The first 2 Bayesian optimization problems involve
running a BayesOpt algorithm for 10,000 queries in batches of 32, while the first 1,024 are sampled uniformly at random.
Due to the limited size of the MOF data (1000 data points), each run in that setting consists of 100 queries, starting with 2
initial random observations.
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Table 3. Average Vendi Scores under different orders q across 10 repeated experiments of the product recommendation problem with the
FashionMNIST data; the best performance in each column is highlighted in bold (including ties). A star (∗) superscript indicates that the
reported result is chosen from the best hyperparameter in that setting.

method Vendi Score max. pairwise dist. kernel matrix det.
q = 0 q = 0.1 q = 0.5 q = 1 q = 2 q =∞

random search 19.70 (1.64) 19.08 (1.45) 18.31 (1.30) 17.81 (1.20) 16.94 (1.02) 11.62 (1.20) 9.11 (1.07) 0.64 (0.10)
ECI∗ 32.80 (1.39) 32.79 (1.39) 32.76 (1.38) 32.73 (1.37) 32.67 (1.35) 29.23 (1.34) 7.77 (1.03) 0.48 (0.08)

SELECT ∗ 135.40 (6.56) 65.89 (3.67) 45.65 (3.39) 31.88 (3.08) 20.17 (2.43) 7.59 (0.81) 1.79 (0.19) 0.00 (0.00)

qVS-AS

q = 0 155.00 (9.92) 69.90 (4.12) 40.81 (2.09) 21.92 (0.79) 10.58 (0.36) 4.39 (0.12) 1.45 (0.19) 0.00 (0.00)
q = 0.1 76.40 (4.65) 59.81 (3.54) 43.59 (2.69) 34.47 (2.25) 24.68 (1.87) 8.94 (0.64) 5.39 (0.60) 0.00 (0.00)
q = 0.5 65.40 (3.47) 60.67 (3.02) 54.88 (2.74) 49.92 (2.49) 43.80 (2.18) 22.34 (1.23) 7.90 (0.81) 0.00 (0.00)
q = 1 61.40 (3.77) 57.77 (3.36) 52.94 (3.11) 48.75 (2.86) 43.52 (2.53) 24.49 (1.25) 7.93 (0.86) 0.00 (0.00)
q = 2 46.70 (4.23) 44.09 (4.04) 41.13 (3.69) 38.47 (3.39) 35.03 (3.06) 21.75 (1.98) 8.32 (0.84) 0.04 (0.02)
q =∞ 25.50 (2.27) 25.29 (2.20) 24.51 (1.95) 23.71 (1.71) 22.59 (1.40) 19.50 (0.98) 9.75 (0.77) 0.50 (0.01)

Figure 4. Data points collected by diversity-blind search and our diversity-aware policy in the materials discovery problem with bulk
metal glasses. Our method appropriately balances between exploring the search space and focusing on regions containing positive data,
and discovers more effective positives as a result.

Following Nguyen & Garnett (2023), we use the FashionMNIST data set (Xiao et al., 2017) of 70,000 images of articles of
clothing to simulate a product recommendation problem. Here, we assume that a user is looking for, unbeknownst to the
recommendation engine, t-shirts and tops (members of class 0, one-tenth of the data set) while shopping online, and the goal
is to assemble a diverse set of products belonging to this unknown class. The results are shown in Tab. 3, where we once
again observe the relatively consistent performance of our method qVS-AS.

To visually illustrate our method’s ability to assemble diverse data, we show in Fig. 4 the locations of the queries made by
diversity-blind AS and our method, within the two-dimensional embedding of the bulk metal glass data set computed by
performing PCA on the features. We see that the overly exploitative diversity-blind search simply focuses on a small portion
of the search space, while our method qVS-AS (with q = 1) is able to thorough explore the different regions of positives.
We also show the VS of the collected positives of the two policies (interpreted as the effective discovery count), where our
policy clearly outperforms diversity-blind search.

We further seek to visualize the search behaviors of our method by first using the multidimensional scaling technique (Cox
& Cox, 2001) to compute a 2-dimensional embedding from the kernel matrix of the candidates within the database. This
embedding is shown in the first panel of Fig. 5, where the scatter points’ colors and opacity levels are set based on the
corresponding MOFs’ storage capacity levels (the objective value to be maximized). We then mark the MOFs that are
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Figure 5. Data points collected by each search strategy in the MOF search problem across the repeats, illustrated as red x’s. (All data
points in the search space are visualized in the first panel.) Our method focuses on specific, high-performing regions compared to the
random search, while exploring the space more evenly compared to regular Bayesian optimization.

selected by each method in the remaining panels and observe a number of distinct trends: compared to random search,
regular BayesOpt focuses on the lower-left region where the storage capacity is high; qVS-BayesOpt, on the other hand,
further inspects the lower-right portion, which also contains high-capacity MOFs but in fewer numbers. It is exactly this
diverse sampling strategy that we hoped to achieve with the qVS. We further compute a metric similar to the effective
discovery count (EDC) whereby a MOF is classified as “good” if it yields a storage capacity (the objective value to be
maximized) of at least 15, and the VS of these good MOFs collected by each policy is reported. We see that our qVS
method outperforms both baselines; interestingly, regular BayesOpt yields a lower EDC than even random search—another
indication of the failure mode of its overly exploitative strategy. To study the effect of the order q on the algorithm’s
performance, we include in Tab. 4 the best objective value found under q ∈ {0, 0.1, 0.5, 1, 2,∞}. We see that q = 0.1 yields
the best performance, while some values of q lead to even worse performance than regular BayesOpt (when q = 0). This
behavior indicates the importance of setting q appropriately; an interesting future direction could be to dynamically set q
based on search progress.

To conclude our analysis, we include another relevant metric in the MOF search application, which is the percentage energy
penalty incurred when the stored toxins are eventually released for disposal, which ranges from 0 to 1 and a lower value
indicates higher energy efficiency. Here, Fig. 6 shows the average penalty across the optimization runs discussed above by
the three algorithms, where we once again observe that (1) regular BayesOpt could fail to compete against even random
search and (2) qVS-BayesOpt outperforms the two baselines.

D. Software
Code can be found at https://github.com/vertaix/Quality-Weighted-Vendi-Score.
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best storage value

q = 0 20.47 (1.16)
q = 0.1 22.07 (0.81)
q = 0.5 20.07 (0.61)
q = 1 21.24 (0.59)
q = 2 20.23 (0.56)
q =∞ 20.23 (0.56)

Table 4. Average storage capacity values (higher is better) and
standard errors of the best MOFs found by our algorithm under
different orders q. Here, q = 0 corresponds to regular, diversity-
blind Bayesian optimization.

Figure 6. Energy penalty to release stored toxins (lower is bet-
ter) of the best MOFs found by different algorithms. Our qVS-
BayesOpt (q = 1) outperforms regular BayesOpt and random
search.
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