
Diffusion-based Missing-view Generation With the Application on Incomplete
Multi-view Clustering

Jie Wen 1 Shijie Deng 1 Waikeung Wong* 2 3 Guoqing Chao 4 Chao Huang 5 Lunke Fei 6 Yong Xu 1

Abstract

As a branch of clustering, multi-view clustering
has received much attention in recent years. In
practical applications, a common phenomenon is
that partial views of some samples may be missing
in the collected multi-view data, which poses a
severe challenge to design the multi-view learning
model and explore complementary and consistent
information. Currently, most of the incomplete
multi-view clustering methods only focus on ex-
ploring the information of available views while
few works study the missing view recovery for
incomplete multi-view learning. To this end, we
propose an innovative diffusion-based missing
view generation (DMVG) network. Moreover, for
the scenarios with high missing rates, we further
propose an incomplete multi-view data augmen-
tation strategy to enhance the recovery quality
for the missing views. Extensive experimental
results show that the proposed DMVG can not
only accurately predict missing views, but also
further enhance the subsequent clustering perfor-
mance in comparison with several state-of-the-art
incomplete multi-view clustering methods.

1. Introduction
In recent years, multi-view data, representing the same ob-
ject from different views, has played an important role in
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machine learning and data mining (Wang et al., 2022; Wen
et al., 2023a; Zhou et al., 2023; Ren et al., 2021). For exam-
ple, for face recognition, researchers designed more robust
recognition systems based on multi-modal face images col-
lected by different sensors, such as the visual camera and
infrared camera (Kortli et al., 2020). For social media anal-
ysis, it has been proved that combining text, images, and
user behavior data enables the model to understand user
interactions and social trends better (Chandrasekaran et al.,
2021). Audiovisual and time information are considered for
acoustic event classification (Liu et al., 2023b). Similarly,
multi-view data often yields better results in clustering tasks
(Wang et al., 2023; Kang et al., 2021; Zhu et al., 2020; Zhou
et al., 2020; Liu et al., 2023a; Ren et al., 2020).

Clustering is a classic problem in unsupervised learning (Liu
et al., 2023c). Past research works on multi-view clustering
generally focus on exploring the complementary and consis-
tent information of multi-view data based on the assumption
that all views of data points are fully collected (Du et al.,
2023; Ren & Sun, 2020; Yang et al., 2023; Zhou & Du,
2023; Liang et al., 2020). These methods commonly ignore
the scenarios with missing views and thus cannot be applied
to incomplete multi-view clustering tasks. Considering the
universality of missing views in practical applications (Wen
et al., 2023b), we study incomplete multi-view clustering
(IMVC) in this paper. For IMVC, researchers have also de-
signed various methods (Zhang et al., 2021; Liu et al., 2021;
Li et al., 2022b; Zhang et al., 2024; Wang et al., 2021). Gen-
erally speaking, with the increase of missing view rates or
the decrease of paired view rates, the clustering performance
of nearly all IMVC methods declines, some even drastically.
Based on the idea that recovering missing views and then
conducting clustering could potentially enhance the cluster-
ing performance and reduce the sensitivity to missing view
rates, researchers proposed some generative IMVC meth-
ods, such as AIMC (Xu et al., 2021), GP-MVC (Wang et al.,
2021), COMPLETER (Lin et al., 2021), and DCP (Lin et al.,
2023). However, these methods integrate missing view re-
covery and clustering into a single framework, which may
result in more uncertainty and even very poor performance
on both tasks. A better approach is to decompose incom-
plete multi-view learning into two independent sub-tasks:
missing view generation and multi-view learning (MVL).

1



Diffusion-based Missing-view Generation With the Application on Incomplete Multi-view Clustering

This allows any missing-view generation method to be com-
bined easily with any MVL method. In existing works,
two representative studies on missing view generation are
VIGAN (Shang et al., 2017) and CRA (Tran et al., 2017).
VIGAN can only perform mutual generation for dual-view
data and has a relatively complex model composed of multi-
ple sub-networks, which makes model training challenging
and prone to model collapse. CRA is composed of multi-
ple repetitive residual autoencoders (RA). Although CRA
shows flexibility in recovering missing views, its training
process is complex and unstable.

To address the above issues, we proposed a new Diffusion-
based Missing-view Generation (DMVG) network. As an
unsupervised learning method, DMVG aims to learn the
intrinsic connections between views and use these connec-
tions to generate missing views from available views. Then
for the incomplete multi-view clustering tasks, we can sub-
sequently perform existing MVC methods on the filled data.
Specifically, DMVG treats the view to be generated as the
target view and other views as conditional views. Then, it
progressively adds noise to the target view. Once sufficiently
noised, the target view is encoded as standard Gaussian
noise. Furthermore, by leveraging the information from its
conditional views, the model gradually restores the original
data from the noised target view. In our paper, to strengthen
the model’s recovery quality under a high missing rate, a
data augmentation method is designed for DMVG, termed
DA-DMVG. Experiments on missing view generation and
subsequent MVC show that DMVG not only excels in re-
covering missing views but also enhances the performance
of subsequent MVC. The main contributions of this paper
are summarized as follows:

(1) A novel diffusion-based missing view generation
method, DMVG, is proposed. It is the first work to apply
the diffusion model for the task of missing view generation.
Unlike most models that only achieve mutual generation for
dual views, DMVG fully exploits the information from all
available views to guide the generation of missing views.

(2) A multi-view data augmentation method is proposed for
the incomplete multi-view data with a high missing view
rate. The proposed data augmentation method can enhance
the ability of DMVG to learn the latent connections between
conditional views and the target view, which improves the
prediction effect of missing views, especially for cases with
a high missing view rate.

2. Preliminaries
2.1. Diffusion Model

The diffusion model, Denoising Diffusion Probabilistic
Model (DDPM) (Ho et al., 2020), is defined as a series
of noise addition and removal processes. Given a sample

x(0) ∼ q(x), noise is progressively added as follows:

x(t) =
√
αtx(t− 1) +

√
1− αtε, (1)

where t represents the step of noise addition, x(t) represents
the result after adding t times noise. ε ∼ N (0, 1) is random
noise from a standard Gaussian distribution. αt controls the
magnitude of noise added at step t.

The process of adding noise from x0 to xt can be effectively
achieved by an equivalent process as follows:

x(t) =
√
ᾱtx(0) +

√
1− ᾱtε, (2)

where ᾱt =
∏t

i=1 αi. The posterior distribution of the
noised data x(t) follows Equations (3) and (4):

p (x(t)|x(t− 1)) =
N

(
x(t);

√
αtx(t− 1), (1− αt)I

)
,

(3)

p (x(t)|x(0)) = N
(
x(t);

√
ᾱtx(0), (1− ᾱt)I

)
. (4)

If t → +∞, then ᾱt → 0, i.e., p (x(t)|x(0)) ∼ N (0, 1).
Thus, the reverse process is gradually denoising from
x(T ) ∼ N (0, 1) back to x(0). DDPM demonstrated that
the denoising process also follows a Gaussian distribution
formulated as follows:

p (x(t− 1)|x(t)) = N
(
x(t− 1);µt (x(t), t) , σ

2
t I

)
, (5)

where µt and σt are the mean and standard deviation of the
Gaussian distribution, respectively, as shown in Equations
(6) and (7):

µt(x(t), t) =
1

√
αt

(
x(t)− 1− αt√

1− ᾱt
εθ (x(t), t)

)
, (6)

σt =

√
1− ᾱt−1

1− ᾱt
(1− αt), (7)

where εθ represents the noise predictor model to predict the
noise ε added before. θ represents the model parameters.
And the loss function of εθ is the mean square error between
the predicted noise and the noise added before, as shown in
Equation (8):

L = ∥ε− εθ (x(t), t)∥2F . (8)

Consequently, the denoising process is achieved by sam-
pling from the distribution (5) as follows:

x(t− 1) = µt (x(t), t) + σtε. (9)

2.2. Conditional Diffusion Model

Diffusion models generate random samples, while the goal
of missing-view generation is to predict missing-views
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based on available views. This requires that the gener-
ated view match the other available views of the sample,
rather than randomly generating a sample conforming to
the data distribution of the target view. To achieve this, one
should start with conditional diffusion models (Ho & Sal-
imans, 2021; Dhariwal & Nichol, 2021). Unlike diffusion
models where εθ is only related to x(t) and t, εθ also de-
pends on the condition c in conditional diffusion models,
i.e., εθ (x(t), t, c).

In conditional diffusion models, the condition c can take
various forms, such as text, labels, images, and other fea-
tures, which is integrated into each step of the model and
influence the entire generating process. So, the denoising
process of the conditional diffusion model follows a Gaus-
sian distribution as follows:

p (x(t− 1)|x(t), c) =
N

(
x(t− 1);µt (x(t), t, c) , σ

2
t I

)
,

(10)

where the condition c is used to adjust the mean µt and
standard deviation σt during the denoising process, making
the generated data related not only to the denoising step
but also to the condition c. Noting that since the standard
deviation σt is only related to the predefined noise addition
scheme α, condition c does not change the standard devia-
tion during the denoising process. Therefore, the mean µt

of the denoising process of the conditional diffusion model
can be modified as follows:

µt (x(t), t, c) =
1√
αt

(
xt − 1−αt√

1−ᾱt
εθ (x(t), t, c)

)
.

(11)

In the same way, the loss function of the conditional diffu-
sion model can be modified as:

Lcond = ∥ε− εθ (x(t), t, c)∥2F . (12)

3. Diffusion-based Missing-view Generation
In the previous section, we have analyzed that the condi-
tional diffusion model is more suitable for generating the
target missing views under certain given conditions. And
thus we attempt to address the missing view generation issue
based on the conditional diffusion model. In this section, we
will introduce our innovative Diffusion-based Missing-view
Generation method, referred to as DMVG, and present how
to apply conditional diffusion models to predict missing
views in detail. Subsequently, we will further present a data
augmentation method based on DMVG, termed DA-DMVG
(Data-Augmented DMVG), for missing view generation
with a high missing rate. The framework of DMVG and
data augmentation is shown in Figure 1.

3.1. Motivation of the Missing-view Generation

Assume that X = {X(1), X(2), ..., X(l)} represents in-
complete multi-view data with l views, where X(v) =

[x
(v)
1 , x

(v)
2 , ..., x

(v)
n ] ∈ Rdv×n denotes the data in the v-th

view. n denotes the number of samples and dv denotes the
feature dimension of the v-th view. If the v-th view of sam-
ple i is missing, then x

(v)
i = ∅. Here, ∅ represents empty

data, which is filled with a meaningless feature encoding
during the training process, such as a zero vector. The task
of missing-view generation is to predict/recover the missing
information in the dataset. Since different views of a sam-
ple describe the same sample, there are some connections
between these views. Once the model grasps the underlying
associations of different views, it acquires the capability to
generate missing views from the available ones.

3.2. Model Structure and Training Loss

Model Structure. our DMVG is based on a UNet archi-
tecture (Ronneberger et al., 2015), which incorporates cas-
cading down-samplers and up-samplers, along with skip
connections for efficient information flow. The condition
view data is concatenated at the lowest layer of the down-
sampling path, and the embedding of the time step t is
integrated during both the down-sampling and up-sampling
phases.

In our work, conditional diffusion models are apt for the
task of generating missing views. The missing views will
be treated as the generation target and other views are set as
the conditions for the conditional diffusion model. For the
dataset X containing l views, each sample potentially has
some missing instances. Therefore, the designed diffusion
model needs to be trained for each view, specifically for
generating that view. For example, if we need to predict
the v-th view, i.e., the target view to generate is x(v), the
corresponding conditional views c(v) will be

{
x(j)

}
j ̸=v

.
We define that the model for generating view v is denoted
as ε(v)θ . Let x(v)(t) be the result of adding noise t times to
the v-th view of the sample, as shown in Equation (13):

x(v)(t) =
√
ᾱtx

(v)(0) +
√
1− ᾱtε. (13)

During the training process, sample pairs
(
x(v), c(v)

)
are

required as training data to supervise the model to generate
real data. Therefore, this method first selects all samples,
whose v-th view is not missing, to serve as training data,
enabling the model to grasp the intrinsic connection from
conditional views c(v) to the target view x(v). After training,
the model can predict samples whose v-th view is missing.

Since missing views are random and uncontrollable, the con-
ditional view set c(v) =

{
x(j)

}
j ̸=v

may also have missing
views. In our paper, we define three scenarios for condition
c(v) according to the practical view-missing cases: Full Con-
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Figure 1. The framework of DMVG and data augmentation method. For data preprocessing, we initially select samples where the target
view is not missing to serve as the training data. These training samples are then augmented as described in Section 3.4. During model
training, a random noise is added to the target view, and the noisy target view along with all conditional views are fed into DMVG to
fit this noise. In the model inference phase, the trained model is used to predict the missing samples of the target view. The detailed
generation process is discussed in Section 3.3.

dition, No Condition, and Partial Condition. For the above
three cases, the v-th view of samples should be available to
train the generation model of the v-th view.

Full Condition. There are some complement samples with
fully observed views. In this case, all available views ex-
cept the target v-th view of those samples are used as the
conditional view c(v) for model training.

No Condition. For some samples, only the target v-th view
is available, and all of the other views are missing. For
these samples, it is impossible to learn the mapping from
conditional views c(v) =

{
x(j)

}
j ̸=v

= ∅ to the target view

x(v). However, Classifier-free Diffusion Guidance (CFG)
(Ho & Salimans, 2021) pointed out that training diffusion
models with unconditional samples can lead to lower loss
and better generation effects, because unconditional train-
ing enables the model to learn the basic distribution of the
data, preventing model bias by just learning the distribution
under specific conditions. This helps the model understand
the overall structure and features of the data better, improv-
ing its generalization performance and thus enhancing its
performance in conditional generation tasks.

Partial Condition. Another case for incomplete data is that
some incomplete samples have two observed views at least,
including the v-th view. For missing-view generation model
training, these samples are the most critical. Inspired by
unconditional training, we believe that training with ‘partial
condition’ is akin to training with ‘no condition’, helping

the model learn the distribution under partial conditions. On
one hand, this matches the task of predicting missing-views.
On the other hand, it enhances the model’s generalization
ability like unconditional training.

To ensure the generalization ability, the model training
should cover full, no, and partial conditions. Indeed, there is
no need to deliberately differentiate these three types in the
practical training process (simply set the missing parts of
the conditional views c(v) =

{
x(j)

}
j ̸=v

to ∅). Furthermore,
considering that unconditional training can be regarded as a
regularization to prevent the model from over-relying on the
condition, we also additionally train the model by setting
the conditional views c(v) to ∅ with a certain probability p in
addition to unconditional training caused by missing views.
Based on the above analysis, we design our DMVG network
with a unified structure as shown in the ‘DMVG – Training’
phase of Figure 1, which is an example for generating the
v-th view of samples. For this sub-network corresponding to
the v-th view, the inputs are x(v)(t), c(v) =

{
x(j)

}
j ̸=v

, and

t, and the output is the predicted noise ε
(v)
θ (x(v)(t), t, c(v)).

The backbone of the model is based on UNet, where the
noised data x(v)(t) is encoded into a feature vector z(v)

by the encoder of UNet, concatenated with the encoded
condition c(v), and then decoded by the decoder with skip
connections and noise step t.

Training Loss. The loss function L(v) for the model ε(v)θ
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corresponding to the v-th view is designed as follows:

L(v) =
∥∥∥ε− ε

(v)
θ

(
x(v)(t), t, c(v)

)∥∥∥2
F
. (14)

3.3. Model Training and Missing View Generation

Referring to the loss function shown in Equation (14), we
summarize the training process of DMVG in Algorithm 1.
It is evident from the training process that the core idea of
DMVG is to add noise to x(v) through Equation (13) and
predict the noise added previously, based on the noisy data
x(v)(t), the noise step t, and the conditional information
c(v). The output of the model is merely a predicted noise.
To predict the missing-view, it is necessary to progressively
denoise x(v)(t) based on the predicted noise. The simplest
denoising method is shown as follows:

x(v)(t− 1) = µt

(
x(v)(t), t, c(v)

)
+ σtε, (15)

where σt is the standard deviation as shown in Equation (7).
µt is the mean calculated as follows:

µt(x
(v)(t), t, c(v)) =

1√
αt

(
x(v)(t)− 1−αt√

1−ᾱt
ε
(v)
θ (x(v)(t), t, c(v))

)
.

(16)

To fully leverage the benefits of no condition training in
enhancing the generation quality, following (Ho & Salimans,
2021), we further introduce a sampling method from the
model ε(v)θ as follows:

ε̂
(v)
θ

(
x(v)(t), t, c(v)

)
=

(1 + ω)ε
(v)
θ

(
x(v)(t), t, c(v)

)
− ωε

(v)
θ

(
x(v)(t), t

)
,
(17)

where ε
(v)
θ (x(v)(t), t, c(v)) denotes conditional sampling,

ε
(v)
θ (x(v)(t), t) denotes unconditional sampling. ω ≥ 0 is a

hyperparameter to control how much the generation process
follows unconditional sampling. By adjusting ω, one can
tune the degree of match between the generated results and
the condition c(v) as well as the quality of generation. In
our DMVG, ω = 1.

Therefore, µt in the denoising process of DMVG is modified
from Equation (16) to Equation (18):

µt(x
(v)(t), t, c(v)) =

1√
αt

(
x(v)(t)− 1−αt√

1−ᾱt
ε̂
(v)
θ (x(v)(t), t, c(v))

)
.

(18)

In summary, the missing-view generation process is illus-
trated in Algorithm 2. After generating the missing views
by Algorithm 2, all conventional multi-view learning meth-
ods and the incomplete multi-view learning methods can
be implemented on the new data composed of recovered
missing views and original un-missing views.

Algorithm 1 Training of DMVG

input: incomplete multi-view data X =
{
X(v)

}l

v=1
,

steps T , noise scheme {αt}Tt=1, probability of no-
conditional training p.
while not converged do

Randomly sample a batch of x from X .
Construct x(v) and c(v) =

{
x(j)

}
j ̸=v

from x.

Set c(v) to ∅ with probability p.
Sample t from [1, 2, ..., T ].
Sample ε from N (0, 1).
Calculate x(v)(t) via Equation (13).
Calculate L via Equation (14).
Calculate gradients and update the model weights θ.

end while
output: noise predictor ε(v)θ for the v-th view.

Algorithm 2 Generation of DMVG

input: noise predictor ε(v)θ for the v-th view, conditional
view c(v) =

{
x(j)

}
j ̸=v

, steps T , noise scheme {αt}Tt=1,
ω.
Sample x(v)(T ) from N (0, 1).
for t = T to 1 do

Sample ε from N (0, 1) (if t = 1, ε = 0).
Calculate ε

(v)
θ

(
x(v)(t), c(v)

)
and ε

(v)
θ

(
x(v)(t)

)
.

Synthesize the noise ε̂
(v)
θ via Equation (17).

Calculate µt via Equation (18).
Calculate σt via Equation (7).
Calculate x(v)(t− 1) via Equation (15).

end for
output: x(v) = x(v)(0).

3.4. Data Augmentation for Incomplete Multi-view Data

For the proposed method, missing views are set to ∅ during
the training process. However, this approach introduces a
new challenge. When we use the model to generate the v-th
view, if the missing rate is low, the model may identify one
or a few views that are strongly correlated with the v-th view
and focus more attention on these views. In other words, the
performance of the generation model may highly depend on
these few over-attended views with strong correlations with
the target view. Therefore, for the incomplete multi-view
data with a high missing rate, the model might struggle to
produce good results when these few over-attended views
strongly correlated with the target view are unavailable for
generating their missing views.

To address the above challenge, we further propose an in-
novative data augmentation strategy shown in ‘Data Aug-
mentation’ of Figure 1, and refer to the DMVG employing
this strategy as Data Augmentation DMVG (DA-DMVG).
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The core of this strategy lies in constructing pairs of sam-
ples with higher missing view rates from existing samples
as supplemental training data. In detail, if there are m
available views in a training sample, i.e., m − 1 available
views in conditional views, we can create 2m−1−2 training
samples additionally. Training the model with these aug-
mented supplemental incomplete data enhances its ability
to predict missing views, particularly in the cases with high
missing view rate. This data augmentation method enables
the model to learn more knowledge from limited condi-
tional information, ensuring robust predictive performance
across diverse data-missing scenarios. This strategy not
only bolsters model robustness but also broadens its practi-
cal applicability, especially where conditional information
is significantly lacking.

4. Experiments
4.1. Experiment Setup

Datasets. Caltech7 (Li et al., 2022a; 2015) consists of 1474
images of 7 kinds of objects, each with 6 feature views pro-
duced by Gabor, Wavelet moments, CENTRIST, Histogram
of oriented gradients, GIST, and Local binary pattern feature
extractors, respectively. NH-face (Cao et al., 2015) is de-
rived from the film “Notting Hill” and contains 4660 facial
images with 3 views represented by gray, gabor, and LBP
features. Multi-Modal CelebA-HQ (Xia et al., 2021) con-
tains 30000 pairs of human faces, including RGB and sketch
images. Due to the high computational cost associated with
applying diffusion to the original images, we trained an Au-
toencoder (AE) for each of the RGB and sketch modalities
to compress the data to 512 dimensions. The network archi-
tecture of this AE is similar to UNet. Their key differences
are the absence of skip connections, the embedding of step t,
and the concatenating of the conditional view in the bottom
of down-samplers. Carl (Espinosa-Duró et al., 2013) is a
multi-view facial dataset with 2460 pairs, each including
gray, infrared, and thermal images. As the same, we train 3
AEs to get their features of 512 dimensions, respectively.

Metrics. For missing-view generation experiments, follow-
ing VIGAN and CRA, we select root mean squared error
(RMSE), normalized mean squared error (NMSE), and peak
signal-to-noise ratio (PSNR) as evaluation metrics. For clus-
tering experiments, we follow popular experimental settings
in (Wang et al., 2019; Wen et al., 2019) and select accu-
racy (ACC), normalized mutual information (NMI), and
purity(PUR) as evaluation metrics.

Baselines. For missing-view generation experiments, we
compared our method with two popular missing view gener-
ation methods (i.e., VIGAN and CRA), and a method com-
bined with missing view generation and clustering: DCP.
For these baseline methods, we strived to adhere as closely

as possible to the recommended parameter settings speci-
fied in the original literature. For clustering experiments,
we compared four MVC methods and eight popular IMVC
methods. The compared MVC methods are: Best Single
View (BSV) (Zhao et al., 2016), Concat (Zhao et al., 2016),
Multi-view Non-negative Matrix Factorization (MultiNMF)
(Liu et al., 2013), and Co-regularized Multi-view Spectral
Clustering (CCR-MVSC) (Kumar et al., 2011). For the
compared IMVC methods, Doubly Aligned Incomplete
Multi-view Clustering (DAIMC) (Hu & Chen, 2018) and
One-Pass Incomplete Multi-View Clustering (OPIMC) (Hu
& Chen, 2019) are based on matrix factorization. Efficient
and Effective Incomplete Multi-View Clustering (EEIMVC)
(Liu et al., 2019) and One-Stage Late Fusion Incomplete
Multi-view Clustering (OSLF-IMVC) (Zhang et al., 2021)
are kernel-based methods. Perturbation-oriented Incom-
plete multi-view Clustering (PIC) (Wang et al., 2019), Self-
representation Subspace Clustering for Incomplete Multi-
view (IMSR) (Liu et al., 2021), and Simultaneous Repre-
sentation Learning and Clustering (SRLC) (Zhuge et al.,
2019) are based on graph learning. Projective Incomplete
Multi-view Clustering (PIMVC) (Deng et al., 2023) is a
representative work based on projection learning.

Parameter Settings. In DMVG, we set T = 1000 and
interpolate αt in the range of [1 − 10−6, 1 − 2 × 10−2].
The batch size is adapted based on the dataset size, with
a learning rate as 10−4. We utilize the Adam optimizer,
with the learning rate linearly decreasing to zero over 1000
training epochs. As for the initialization, we employ a
straightforward random initialization approach.The code
of our DMVG is released at: https://github.com/
ckghostwj/DMVG/tree/main.

4.2. Experiments on Missing-view Generation

For missing-view generation, we carried out experiments on
Multi-Modal CelebA-HQ, Carl, and NH-face datasets.

4.2.1. EXPERIMENTAL RESULTS

Experiment 1: Compare with VIGAN. We compare
DMVG with VIGAN on Multi-Modal CelebA-HQ dataset
with 0.1 missing instances in each view under the condition
that each sample should have at least one view. Several
missing view recovery results are shown in Figures 2 and
3, which intuitively demonstrate that DMVG successfully
recovers the missing views while VIGAN fails because of
mode collapse. More experimental results in terms of the
RMSE, NMSE, and PSNR metrics are shown in Table 1,
which demonstrates that DMVG significantly outperforms
VIGAN in predicting RGB and sketch missing images on
Multi-Modal CelebA-HQ dataset.

Experiment 2: Compare with CRA. We compare DMVG
with CRA on Carl and NH-face datasets with the missing
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(a) Original sketch images

(b) Original RGB missing images (not used in model training)

(c) Generated RGB images via DMVG

(d) Generated RGB images via VIGAN

Figure 2. Generating RGB missing images according to their
sketch images on Multi-Modal CelebA-HQ.

(a) Original RGB images

(b) Original sketch missing images (not used in model training)

(c) Generated sketch images via DMVG

(d) Generated sketch images via VIGAN

Figure 3. Generating sketch missing images according to their
RGB images on Multi-Modal CelebA-HQ.

instance rate of 0.1, 0.3, and 0.5 for each view. The quan-
titative results in terms of RMSE, NMSE, and PSNR are
shown in Tables 2 and 3, which also demonstrate that our
method can get better recovery results than CRA for the
missing views. To visually compare DMVG and CRA, we
show 3 visualization examples of Carl with 0.1 missing

views, where Figures 4, 5, and 6 are the recovered result of
classic, infrared, and thermal image examples according to
their corresponding available images from other modalities,
respectively. We can observe that although the results of
DMVG are a little blurry, almost all important information
is recovered. Importantly, it is obvious that our recovery
results look much better than CRA for the missing images.

Experiments 3: compare with DCP. DCP is a method
combined with missing view generation and clustering.
Howerver, this limits its application to other MVL methods.
On the other hand, comparing the experimental results of
DCP and ours shown in Tables 1, 2 and 3, DCP gets poor
generation quality. This may be attributed to its design only
focusing on enhancing the clustering accuracy rather than
precisely restoring missing views.

For more experiments on missing-view generation, please
refer to Section A in the appendix.

Table 1. RMSE, NMSE, and PSNR of DCP, VIGAN and DMVG
on Multi-Modal CelebA-HQ with 10% missing views.

VIEW METHOD RMSE↓ NMSE↓ PSNR↑
3*RGB DCP 0.83 2.05 1.64

VIGAN 0.25 0.74 12.10
DMVG 0.24 0.70 12.34

3*SKETCH DCP 0.66 1.49 3.58
VIGAN 0.33 1.50 9.57
DMVG 0.29 1.14 10.76

(a) (b) (c) (d) (e)
Figure 4. Generating classic image according to the infrared and
thermal images on Carl dataset. (a) Classic missing image, (b)
infrared, (c) thermal, (d) generated classic image via DMVG, (e)
generated classic image via CRA.

(a) (b) (c) (d) (e)
Figure 5. Generating infrared image according to classic and ther-
mal images on Carl dataset. (a) Classic, (b) infrared missing image,
(c) thermal, (d) generated infrared image via DMVG, (e) generated
infrared image via CRA.

7
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Table 2. RMSE, NMSE, and PSNR of DCP, CRA and DMVG on Carl with 10%, 30%, and 50% missing views.

RMSE↓ NMSE↓ PSNR↑
VIEW METHOD 0.1 0.3 0.5 0.1 0.3 0.5 0.1 0.3 0.5

3*CLASSIC DCP 0.60 0.60 0.61 5.34 5.66 5.74 4.49 4.49 4.36
CRA 0.16 0.17 0.18 0.36 0.47 0.53 16.18 15.30 14.68

DMVG 0.11 0.13 0.17 0.18 0.30 0.44 19.28 17.24 15.53
3*INFRARED DCP 0.57 0.60 0.65 5.92 6.91 8.09 4.82 4.45 3.78

CRA 0.18 0.19 0.20 0.56 0.72 0.81 15.09 14.25 13.80
DMVG 0.12 0.14 0.15 0.26 0.33 0.45 18.37 17.70 16.35

3*THERMAL DCP 0.62 0.66 0.67 5.62 6.48 6.71 4.17 3.57 3.42
CRA 0.14 0.15 0.17 0.27 0.32 0.41 17.35 16.60 15.53

DMVG 0.08 0.09 0.11 0.10 0.13 0.19 21.48 20.65 18.95

Table 3. RMSE, NMSE, and PSNR of DCP, CRA, DMVG500, DMVG1000, and DA-DMVG1000 on NH-face with 10%, 30%, and 50%
missing views.

RMSE↓ NMSE↓ PSNR↑
VIEW METHOD 0.1 0.3 0.5 0.1 0.3 0.5 0.1 0.3 0.5

5*GREY DCP 0.32 0.29 0.29 2.75 2.51 2.62 9.92 10.88 10.70
CRA 0.18 0.18 0.22 1.02 1.03 1.34 13.04 14.78 14.77

DMVG500 0.06 0.08 0.17 0.11 0.18 0.88 24.02 22.43 15.46
DMVG1000 0.06 0.08 0.12 0.10 0.20 0.44 24.51 21.87 18.45

DA-DMVG500 0.05 0.07 0.10 0.07 0.15 0.28 26.02 23.19 20.44
5*GABOR DCP 0.31 0.34 0.40 3.28 3.90 5.29 10.13 9.39 8.05

CRA 0.19 0.19 0.20 1.21 1.24 1.36 13.93 14.49 14.37
DMVG500 0.04 0.06 0.08 0.06 0.13 0.19 27.87 24.30 22.40

DMVG1000 0.04 0.05 0.08 0.06 0.07 0.21 28.06 26.73 22.10
DA-DMVG500 0.03 0.04 0.08 0.04 0.07 0.19 29.30 27.01 22.40

5*LBP DCP 0.10 0.22 0.19 0.81 3.73 2.92 19.88 13.21 14.30
CRA 0.11 0.28 0.38 1.01 6.39 11.33 18.89 10.91 8.39

DMVG500 0.07 0.08 0.08 0.39 0.44 0.52 23.05 22.46 21.83
DMVG1000 0.07 0.07 0.08 0.38 0.43 0.51 23.15 22.62 21.88

DA-DMVG500 0.07 0.07 0.08 0.40 0.41 0.48 22.97 22.79 22.16

(a) (b) (c) (d) (e)
Figure 6. Generating thermal image according to classic and in-
frared images on Carl dataset. (a) Classic, (b) infrared, (c) thermal
missing image, (d) generated thermal image via DMVG, (e) gener-
ated thermal image via CRA.

4.2.2. ABLATION STUDY FOR DATA AUGMENTATION

To verify the effectiveness of the proposed data augmen-
tation strategy, we compare three variants of our method,
i.e., DA-DMVG500, DMVG500, and DMVG1000 on the
NH-face dataset with different missing rates. For DA-
DMVG500, we applied data augmentation and trained the
model for 500 epochs. For DMVG500 and DMVG1000,
no data augmentation was used, and the model was trained
for 500 epochs and 1000 epochs, respectively. Since data

augmentation was employed in DA-DMVG500, the number
of training samples increased, leading to more frequent up-
dates of the model parameters under the same batch size. To
compare the effects of data augmentation more fairly, DA-
DMVG500 and DMVG1000 were analyzed side by side.
Quantitative results in terms of RMSE, NMSE, and PSNR
are shown in Table 3. We can observe that DA-DMVG is
always better than DMVG, which confirms the positive im-
pact of the proposed data augmentation strategy for missing
view generation. In addition, Figure 7 shows several gener-
ated gray images from a single view, i.e., LBP or GABOR,
with 0.3 missing views. The results show that DA-DMVG
can get clearer results, also indicating that the data augmen-
tation strategy is effective in improving the recovery quality
for the missing views.

4.3. IMVC Experiments after Missing-view Generation

To verify whether DA-DMVG is beneficial to the down-
stream tasks, we take the IMVC task as an example and
compare the clustering performance with several state-of-
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Table 4. ACC(%), NMI(%), and PUR(%) of different methods on Caltech7 with 10%, 30%, and 50% missing views.

ACC NMI PUR
METHOD 0.1 0.3 0.5 0.1 0.3 0.5 0.1 0.3 0.5

BSV 43.89 39.06 38.31 39.66 31.63 26.81 84.08 75.25 68.97
DAD+BSV 50.05 50.65 49.06 46.53 45.59 42.13 87.67 84.53 85.60

CONCAT 41.25 40.55 38.06 43.48 37.99 30.28 84.91 82.54 77.56
DAD+CONCAT 44.76 44.60 43.72 46.43 44.77 43.58 86.05 85.18 84.97

MULTINMF 46.39 40.61 37.92 30.16 28.52 28.88 79.80 78.43 78.03
DAD+MULTINMF 50.80 51.64 45.69 35.77 34.10 32.48 81.28 80.30 78.09

CCR-MVSC 38.47 38.16 37.35 35.53 34.18 31.52 78.33 77.89 76.21
DAD+CCR-MVSC 41.33 38.91 40.01 36.08 34.60 35.32 78.48 77.98 78.79

DAIMC 48.29 47.46 44.89 44.61 38.45 36.28 83.32 76.83 75.50
DAD+DAIMC 48.97 45.06 44.44 43.05 42.08 43.12 83.88 84.03 84.59

OPIMC 49.24 48.34 44.12 42.98 41.54 35.98 84.89 83.70 80.64
DAD+OPIMC 57.41 54.15 56.36 49.26 45.03 46.09 84.21 83.93 83.64

EEIMVC 41.02 42.35 40.69 35.34 33.23 28.92 80.62 78.89 76.47
DAD+EEIMVC 44.11 45.02 43.08 36.55 35.92 34.38 81.41 79.92 80.03

PIC 58.82 58.24 56.50 41.73 44.44 43.51 83.99 83.89 83.64
DAD+PIC 65.70 63.74 62.74 51.94 50.29 48.66 86.07 86.28 85.09

IMSR 55.13 38.81 24.60 44.16 27.96 9.12 82.58 74.02 62.75
DAD+IMSR 69.20 69.20 69.20 58.37 58.37 58.37 88.26 88.26 88.26

SRLC 54.21 51.74 48.09 38.99 42.56 32.78 83.22 83.56 80.27
DAD+SRLC 57.38 56.61 54.75 47.36 43.89 41.37 85.32 83.65 83.36
OSLF-IMVC 42.78 38.93 34.91 28.94 24.50 20.63 76.07 74.38 73.53

DAD+OSLF-IMVC 46.36 46.08 44.91 32.82 32.64 31.80 76.07 78.26 78.06
PIMVC 67.50 67.35 66.40 55.95 55.02 52.22 87.30 87.44 86.47

DAD+PIMVC 67.88 68.40 66.81 56.31 55.92 53.73 87.76 88.33 87.39

Figure 7. Ablation experiment on NH-face dataset. (a) Original
missing images. (b), (c), and (d) are recovered results via DA-
DMVG500, DMVG500, and DMVG1000, respectively.

the-art IMVC methods. Specifically, “DAD+” denotes the
processes of filling missing views via DA-DMVG first and
then obtaining the clustering result via the corresponding
clustering methods. The clustering results of the popu-
lar IMVC methods with/without DA-DMVG method on
Caltech7 dataset with 0.1, 0.3, and 0.5 missing views are
shown in Table 4. We can find that almost all clustering
results are further improved by adopting DA-DMVG as a
pre-processing step to fill the missing views. For more ex-
perimental comparisons and analysis, please refer to Section
B in the appendix.

5. Conclusion
In this paper, we propose DMVG, which is the first diffusion-
based work for missing view generation. In addition, we
also propose a data augmentation strategy to further im-
prove the generation quality of DMVG for missing views,
especially for cases with a high missing view rate. Experi-
mental results on the IMVC tasks show that after generating
and filling the missing views via our method, better results
can be obtained in most cases, especially when the missing
view rate is high. However, it is worth noting that filling
in missing views may not always improve clustering per-
formance because of the noise introduced by the generated
data. Therefore, developing more efficient missing-view
generation models that can minimize data noise and design-
ing clustering methods that are robust to noisy data will be
important directions for future research.

Acknowledgements
This work was supported by the National Natural Science
Foundation of China (Grant No. 62372136), the Shen-
zhen Higher Education Stability Support Program Project
(Grant No. GXWD20220811173317002), Guangdong Ba-
sic and Applied Basic Research Foundation (Grant No.
2024A1515030213), and the Chinese Association for Arti-
ficial Intelligence (CAAI)-Huawei MindSpore Open Fund
under Grant NoCAAIXSJLJJ-2022-011C.

9



Diffusion-based Missing-view Generation With the Application on Incomplete Multi-view Clustering

Impact Statement
This paper presents work whose goal is to advance the field
of Machine Learning. There are many potential societal
consequences of our work, none of which we feel must be
specifically highlighted here.

References
Cao, X., Zhang, C., Zhou, C., Fu, H., and Foroosh, H. Con-

strained multi-view video face clustering. IEEE Transac-
tions on Image Processing, 24(11):4381–4393, 2015.

Chandrasekaran, G., Nguyen, T. N., and Hemanth D, J.
Multimodal sentimental analysis for social media appli-
cations: A comprehensive review. Wiley Interdisciplinary
Reviews: Data Mining and Knowledge Discovery, 11(5):
e1415, 2021.

Deng, S., Wen, J., Liu, C., Yan, K., Xu, G., and Xu, Y.
Projective incomplete multi-view clustering. IEEE Trans-
actions on Neural Networks and Learning Systems, 1(1):
1–13, 2023.

Dhariwal, P. and Nichol, A. Diffusion models beat gans
on image synthesis. In Proceedings of the Advances in
Neural Information Processing Systems, pp. 8780–8794,
2021.

Du, G., Zhou, L., Li, Z., Wang, L., and Lü, K. Neighbor-
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A. More Experiments on Missing-view Generation
Firstly, we show more generated examples on Multi-Modal CelebA-HQ in Figures 8 and 9.

(a) Original sketch images

(b) Original RGB missing images (not used in model training)

(c) Generated RGB images via DMVG

(d) Generated RGB images via VIGAN

Figure 8. Generating RGB missing images according to their sketch images on Multi-Modal CelebA-HQ.

(a) Original RGB images

(b) Original sketch missing images (not used in model training)

(c) Generated sketch images via DMVG

(d) Generated sketch images via VIGAN

Figure 9. Generating sketch missing images according to their RGB images on Multi-Modal CelebA-HQ.

Secondly, we compare our proposed method with VIGAN and CRA on several datasets usually used in IMVC, i.e.,
BBCSports (Greene & Cunningham, 2006), Handwritten (Newman, 2007), Caltech7 (Li et al., 2015), and Animal (Zhang
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et al., 2019). Because BBCSports, Handwritten, and Caltech7 have more than two views, we compare DA-DMVG with
CRA on these datasets with 0.1, 0.3, and 0.5 missing views. The quantitative results in terms of RMSE, NMSE, and PSNR
are shown in Tables 5, 6, and 7, respectively. It is obvious that DA-DMVG is always better than CRA. Furthermore, Figure
10 shows many visualization results on Handwritten with 0.1 missing views. DA-DMVG nearly recovered the missing view
1 perfectly.

Table 5. RMSE, NMSE, and PSNR of CRA and DA-DMVG on BBCSport with 10%, 30%, and 50% missing views.

RMSE↓ NMSE↓ PSNR↑
VIEW METHOD 0.1 0.3 0.5 0.1 0.3 0.5 0.1 0.3 0.5

2*1 CRA 0.06 0.06 0.06 2.33 3.89 4.87 24.90 25.03 24.91
DA-DMVG 0.05 0.03 0.03 1.60 1.42 1.53 26.54 29.41 29.94

2*2 CRA 0.06 0.06 0.05 4.21 4.74 3.88 24.79 24.93 25.96
DA-DMVG 0.03 0.03 0.04 1.16 1.26 1.99 30.39 30.70 28.85

2*3 CRA 0.05 0.06 0.05 3.52 6.71 5.04 26.11 24.75 26.16
DA-DMVG 0.03 0.04 0.03 1.46 2.49 1.65 29.92 29.05 31.01

2*4 CRA 0.06 0.05 0.06 2.17 10.16 11.74 24.59 25.59 24.89
DA-DMVG 0.04 0.02 0.02 1.10 2.30 1.85 27.51 32.05 32.91

Table 6. RMSE, NMSE, and PSNR of CRA and DA-DMVG on Handwritten with 10%, 30%, and 50% missing views.

RMSE↓ NMSE↓ PSNR↑
VIEW METHOD 0.1 0.3 0.5 0.1 0.3 0.5 0.1 0.3 0.5

2*1 CRA 0.45 0.46 0.50 1.00 1.02 1.22 6.86 6.78 5.99
DA-DMVG 0.25 0.22 0.29 0.31 0.22 0.41 11.91 13.25 10.72

2*2 CRA 0.35 0.30 0.38 6.43 5.31 9.21 9.17 10.41 8.30
DA-DMVG 0.08 0.08 0.09 0.37 0.40 0.52 21.56 21.64 20.74

2*3 CRA 0.06 0.06 0.06 0.05 0.05 0.05 24.22 24.90 24.91
DA-DMVG 0.02 0.02 0.05 0.00 0.01 0.03 35.27 32.36 26.62

2*4 CRA 0.10 0.10 0.09 0.39 0.41 0.39 19.86 19.82 20.55
DA-DMVG 0.02 0.03 0.04 0.02 0.04 0.09 33.07 30.47 27.14

2*5 CRA 0.11 0.15 0.17 2.07 3.61 4.25 18.80 16.48 15.56
DA-DMVG 0.03 0.04 0.06 0.13 0.26 0.54 30.67 27.85 24.53

Table 7. RMSE, NMSE, and PSNR of CRA and DA-DMVG on Caltech7 with 10%, 30%, and 50% missing views.

RMSE↓ NMSE↓ PSNR↑
VIEW METHOD 0.1 0.3 0.5 0.1 0.3 0.5 0.1 0.3 0.5

2*1 CRA 0.20 0.22 0.14 9.90 10.82 6.00 13.80 13.15 17.22
DA-DMVG 0.05 0.06 0.03 0.62 0.89 0.34 25.39 23.99 29.67

2*2 CRA 0.19 0.20 0.23 0.46 0.49 0.67 14.33 13.94 12.70
DA-DMVG 0.14 0.13 0.11 0.24 0.20 0.16 17.07 17.93 18.83

2*3 CRA 0.10 0.13 0.14 5.05 9.59 10.78 20.02 17.80 17.36
DA-DMVG 0.03 0.03 0.02 0.45 0.21 0.16 30.56 34.46 35.74

2*4 CRA 0.28 0.31 0.31 1.01 1.18 1.17 10.93 10.24 10.28
DA-DMVG 0.20 0.21 0.21 0.50 0.55 0.58 13.93 13.51 13.35

2*5 CRA 0.25 0.34 0.34 5.38 12.40 11.92 12.16 9.26 9.48
DA-DMVG 0.08 0.06 0.07 0.54 0.42 0.52 22.15 23.93 23.07

2*6 CRA 0.35 0.43 0.28 15.99 25.80 10.84 9.04 7.28 11.01
DA-DMVG 0.04 0.08 0.06 0.24 0.79 0.49 27.20 22.40 24.44

Because Animal is a dual-view dataset, we cannot augment more data via the proposed data augmentation strategy. So we
compare DMVG with VIGAN on this dataset with 0.3, 0.5, and 0.7 paired views. The quantitative results in terms of RMSE,
NMSE, and PSNR are shown in Table 8, which demonstrate that DMVG outperforms VIGAN all the time.
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(a) Original missing view 1 (b) Recovered view 1 via DA-DMVG (c) Recovered view 1 via CRA

Figure 10. Generating missing view 1 according to other available views on Handwritten dataset with 10% missing views.

Table 8. RMSE, NMSE, and PSNR of VIGAN and DMVG on Animal with 30%, 50%, and 70% paired views.

RMSE↓ NMSE↓ PSNR↑
VIEW METHOD 0.3 0.5 0.7 0.3 0.5 0.7 0.3 0.5 0.7

2*1 VIGAN 0.08 0.07 0.07 1.55 1.24 1.28 21.99 22.83 23.49
DMVG 0.07 0.07 0.06 1.15 1.18 1.15 23.28 23.08 23.93

2*2 VIGAN 0.08 0.08 0.09 1.20 1.22 1.20 21.88 21.70 21.31
DMVG 0.07 0.08 0.08 0.88 1.16 1.01 23.22 21.92 22.06

B. More Experiments on IMVC after Missing-view Generation
Here are more experiments on IMVC after missing-view generation. Specifically, we filled BBCSport and Handwritten
via DA-DMVG, and Animal via DMVG (since Animal is a dual-view dataset and cannot undergo data augmentation).
Specifically,“D”/“DAD+” denotes the processes of filling missing views via DMVG/DA-DMVG first and then clustering
via the corresponding clustering methods. The clustering results of the popular IMVC methods with/without our proposed
DMVG/DA-DMVG methods on BBCSports, Handwritten, and Animal are shown in Tables 9, 10, and 11, respectively.
Combined with the results on Caltech7 shown in Table 4, we obtain the following conclusions:

(1) DMVG and DA-DMVG generally enhance clustering performance while are less effective for datasets with fewer
samples. In all experiments, DMVG or DA-DMVG improved incomplete multi-view clustering performance in about 76%
cases, indicating the great potential of missing-view generation for IMVC. Specifically, clustering performance improved by
about 46% on BBCSport, 70% on Handwritten, 96% on Caltech7, and 88% on Animal, respectively. However, experiments
on BBCSport suggest that missing-view generation does not always yield benefits, because we just use a small number of
samples on BBCSport, which may hinder DA-DMVG from effectively learning the intrinsic correlations from conditional
views to the target view.

(2) Empirical filling methods like zero-filling and mean-filling negatively impact clustering. Except experiments
on BBCSport, all experiments combining the missing-view generation with MVC algorithms show improved clustering
performance, because these MVC algorithms have to rely on zero-filling or mean-filling for IMVC without DMVG or
DA-DMVG integration. Zero-filling and mean-filling tend to cluster samples with missing-views together, significantly
affecting clustering results. In contrast, DMVG and DA-DMVG accurately predict missing views, often significantly
improving performance when combined with methods like BSV, where ACC improves by exceeding 10% across different
datasets and missing rates.

(3) Existing IMVC methods often fail to fully exploit the information contained in available views. Except BBCSport,
about 75% experiments combining missing-view generation with IMVC methods show improved clustering performance.
Although IMVC methods can independently perform IMVC, DMVG or DA-DMVG often further improve their clustering
performance. This indicates that existing IMVC methods do not fully exploit information from available views, that is,
focusing on consistent information across views while neglecting complementary information. On the contrary, DMVG and
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Table 9. ACC(%) and NMI(%) of different methods on BBCSport with 10%, 30%, 50%, and 70% missing views.

ACC NMI
METHOD 0.1 0.3 0.5 0.7 0.1 0.3 0.5 0.7

BSV 58.62 51.31 44.03 36.43 43.73 31.03 21.40 12.05
DAD+BSV 62.41 62.59 53.97 39.31 42.22 40.24 29.94 12.67

CONCAT 70.62 58.72 33.21 35.95 61.69 38.92 18.61 8.58
DAD+CONCAT 62.41 63.97 49.83 33.28 49.99 48.88 29.42 8.29

MULTINMF 48.58 42.75 40.34 35.69 23.48 18.25 14.79 7.84
DAD+MULTINMF 45.86 46.67 42.24 36.03 21.09 20.50 15.92 8.67

CCR-MVSC 72.76 70.06 61.38 35.86 62.79 57.69 39.55 14.11
DAD+CCR-MVSC 72.41 65.69 60.00 36.55 63.54 52.71 37.40 13.34

DAIMC 68.62 63.45 56.89 39.59 56.62 50.17 37.89 17.16
DAD+DAIMC 71.03 66.55 52.93 35.00 57.49 51.49 32.34 12.55

OPIMC 54.14 52.93 45.69 44.34 35.66 31.56 21.75 14.65
DAD+OPIMC 35.17 43.10 36.55 33.10 11.15 20.68 13.18 4.51

EEIMVC 76.03 73.45 62.76 47.41 65.34 61.25 46.91 25.95
DAD+EEIMVC 76.90 67.24 56.90 34.48 67.26 53.92 33.36 9.56

PIC 75.52 74.48 69.48 31.89 70.94 64.18 53.91 9.99
DAD+PIC 75.34 72.59 68.62 39.31 68.89 65.61 53.73 16.28

IMSR 78.45 72.41 63.45 41.21 69.39 61.56 43.35 20.00
DAD+IMSR 84.31 84.31 84.14 84.43 72.02 72.02 72.79 72.85

SRLC 69.83 57.24 43.28 34.83 50.76 35.96 21.37 9.12
DAD+SRLC 66.03 61.21 59.66 37.93 52.54 42.19 35.36 11.88
OSLF-IMVC 75.86 75.34 61.21 45.52 67.17 67.30 44.73 21.47

DAD+OSLF-IMVC 77.59 73.45 63.10 37.24 68.36 60.71 40.98 12.41
PIMVC 79.66 75.17 73.97 52.07 71.12 64.22 60.81 29.32

DAD+PIMVC 79.66 71.55 67.07 39.14 70.86 58.71 49.07 15.64

Table 10. ACC(%) and NMI(%) of different methods on Handwritten with 10%, 30%, 50%, and 70% missing views.

ACC NMI
METHOD 0.1 0.3 0.5 0.7 0.1 0.3 0.5 0.7

BSV 68.27 51.49 38.24 27.15 62.82 47.01 32.21 19.48
DAD+BSV 79.89 82.08 76.15 66.09 75.18 74.83 67.05 51.72

CONCAT 75.06 55.48 42.19 28.31 73.08 51.66 38.24 23.50
DAD+CONCAT 88.73 89.56 85.62 67.38 81.97 81.34 75.61 53.10

MULTINMF 82.35 71.74 52.03 31.85 72.05 60.11 41.99 20.88
DAD+MULTINMF 82.46 80.40 81.12 69.00 72.93 71.32 69.55 56.45

CCR-MVSC 74.61 73.17 70.15 64.62 70.90 68.23 62.86 53.14
DAD+CCR-MVSC 75.92 76.15 74.46 73.09 71.51 71.18 67.70 60.44

DAIMC 88.86 86.73 81.92 60.44 79.78 76.65 68.77 47.10
DAD+DAIMC 85.81 82.36 80.57 70.69 76.82 74.26 70.22 54.17

OPIMC 80.20 76.45 69.50 56.66 77.26 73.74 66.57 51.86
DAD+OPIMC 75.63 72.92 72.62 63.06 73.53 70.54 67.41 51.39

EEIMVC 88.60 85.23 76.70 51.74 78.64 73.30 62.26 40.21
DAD+EEIMVC 86.12 83.22 84.19 77.71 76.82 74.19 72.90 62.90

PIC 84.20 83.90 83.24 80.97 85.41 84.79 82.25 77.56
DAD+PIC 83.69 83.25 80.76 75.17 86.16 84.77 82.04 70.26

IMSR 90.36 89.74 83.68 62.10 83.26 81.57 72.81 53.92
DAD+IMSR 87.03 86.98 86.99 87.05 79.79 79.77 79.75 79.81

SRLC 95.09 88.62 81.04 69.46 90.15 84.27 75.33 62.70
DAD+SRLC 96.06 94.84 87.62 81.10 91.66 89.27 81.14 69.00
OSLF-IMVC 75.04 70.21 55.17 35.79 67.16 60.98 44.70 27.07

DAD+OSLF-IMVC 79.60 81.46 80.66 69.33 74.68 73.58 69.92 57.99
PIMVC 94.88 93.79 91.23 88.61 89.74 87.71 83.88 79.56

DAD+PIMVC 94.97 93.99 91.27 79.51 89.25 87.92 83.25 67.96

DA-DMVG utilize all information from available views to predict missing views as accurately as possible.
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Table 11. ACC(%), NMI(%), and PUR(%) of different methods on Animal with 30%, 50%, and 70% paired views.

ACC NMI PUR
METHOD 0.3 0.5 0.7 0.3 0.5 0.7 0.3 0.5 0.7

BSV 42.05 48.63 56.22 48.16 55.91 63.99 45.20 52.26 60.31
D+BSV 55.75 60.49 64.95 63.23 67.16 71.73 61.20 65.42 70.14
CONCAT 42.79 49.34 53.99 55.46 59.31 63.88 48.12 53.24 59.26

D+CONCAT 52.91 58.02 59.63 60.06 64.75 68.25 58.11 62.78 65.46
CCR-MVSC 52.03 54.72 56.73 55.31 58.31 61.71 56.28 59.36 61.98

D+CCR-MVSC 54.17 57.83 58.29 57.48 60.87 63.43 58.25 61.94 63.33
DAIMC 50.18 53.87 56.42 55.03 59.36 62.76 54.82 59.51 62.12

D+DAIMC 53.75 58.27 59.25 59.60 64.16 67.14 58.75 63.41 65.62
OPIMC 46.33 53.14 53.88 52.34 58.51 62.04 49.49 56.23 57.91

D+OPIMC 53.58 57.70 58.52 60.32 64.40 67.77 58.43 62.15 64.42
EEIMVC 45.90 53.34 57.15 53.72 57.92 62.02 51.30 57.40 61.74

D+EEIMVC 56.07 59.41 61.15 59.94 63.40 66.37 60.57 63.21 65.61
PIC 55.94 56.84 57.67 62.35 64.37 65.82 63.07 64.75 65.42

D+PIC 56.01 51.48 55.36 62.71 60.75 65.51 63.64 60.81 65.30
IMSR 47.02 53.15 58.38 55.87 60.00 65.43 52.61 57.80 63.78

D+IMSR 59.60 60.03 59.72 68.02 68.10 67.44 65.63 65.75 65.47
SRLC 51.14 53.93 55.76 56.77 60.43 63.54 58.08 61.24 63.90

D+SRLC 51.42 54.17 57.87 57.14 61.16 65.12 58.26 62.18 65.48
OSLF-IMVC 40.53 48.24 55.07 50.53 54.23 58.51 45.31 51.68 56.93

D+OSLF-IMVC 54.64 58.19 57.99 57.23 61.00 62.91 56.82 59.98 60.36
PIMVC 55.56 57.47 59.24 61.54 63.92 65.84 60.45 63.04 64.75

D+PIMVC 54.09 57.54 59.28 60.23 62.61 65.88 59.31 61.83 64.44

(4) Missing-view generation significantly reduces sensitivity to missing view rates in existing methods. After combining
DMVG or DA-DMVG with existing clustering methods, models showed much lower sensitivity to missing view rates.

(5) Noise introduced by missing view generation can negatively impact clustering. We also observed that in some
experiments (except experiments on BBCSport), DMVG and DA-DMVG not only failed to enhance clustering performance,
but even degraded clustering performance, such as the experimental results of DAIMC and PIC on Handwritten. It is
speculated that the impact of missing-view generation for IMVC is two-sided. On one hand, missing-view generation
essentially learns correlations between different views, aiding clustering models in easily learning consistent representations
shared across views. On the other hand, noise introduced by DMVG or DA-DMVG can reduce clustering performance.
When the disadvantages of noise outweigh the benefits of missing-view generation, clustering performance may decline.
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