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Abstract

Medical vision-language pre-training methods
mainly leverage the correspondence between
paired medical images and radiological reports.
Although multi-view spatial images and temporal
sequences of image-report pairs are available in
off-the-shelf multi-modal medical datasets, most
existing methods have not thoroughly tapped into
such extensive supervision signals. In this pa-
per, we introduce the Med-ST framework for
fine-grained spatial and temporal modeling to ex-
ploit information from multiple spatial views of
chest radiographs and temporal historical records.
For spatial modeling, Med-ST employs the Mix-
ture of View Expert (MoVE) architecture to inte-
grate different visual features from both frontal
and lateral views. To achieve a more compre-
hensive alignment, Med-ST not only establishes
the global alignment between whole images and
texts but also introduces modality-weighted lo-
cal alignment between text tokens and spatial
regions of images. For temporal modeling, we
propose a novel cross-modal bidirectional cy-
cle consistency objective by forward mapping
classification (FMC) and reverse mapping re-
gression (RMR). By perceiving temporal infor-
mation from simple to complex, Med-ST can
learn temporal semantics. Experimental results
across four distinct tasks demonstrate the effec-
tiveness of Med-ST, especially in temporal clas-
sification tasks. Our code and model are avail-
able at https://github.com/SVT-Yang/
MedST.
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Figure 1: The motivation and our framework: (a) The prac-
tice of physicians in a clinical setting. (b) We propose the
Med-ST framework, which explicitly designs spatial and
temporal modeling by mining spatio-temporal supervision
signals from the dataset.

1. Introduction
Medical vision-language pre-training aims to learn visual
and textual representations from paired radiological reports
and images. The learned representations can be adapted to
various downstream tasks, which have great potential value
for clinical auxiliary diagnosis and so on. Existing medical
vision language pre-training methods generally focus on
utilizing the correspondences between paired images and
texts (Huang et al., 2021; Wang et al., 2022a; Zhou et al.,
2022; Wan et al., 2023; Zhou et al., 2023). The radiological
report is aligned with the frontal medical image through con-
trastive learning or masked modality reconstruction (Cheng
et al., 2023; Zhou et al., 2023; Moon et al., 2022). Although
the learned visual representations can encode medical se-
mantic information, they cannot fully capture fine-grained
spatial information in different views, nor can they distin-
guish fine-grained temporal differences between image-text
pairs of the same patient at different times.

The applicability of medical vision-language pre-training
models significantly depends on their capacity to mimic
human cognitive process in interpreting radiological reports
and images. Typically, in a clinical setting as shown in Fig-
ure 1(a), the doctor’s diagnosis relies on the comprehensive
examination results, considering frontal views and lateral
views. This process also involves reviewing the patient’s his-
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torical medical records to comprehend past symptoms and
trends. Fortunately, such comprehensive spatio-temporal
information is available in off-the-shelf medical multimodal
datasets. Besides image-text pairs, these datasets naturally
embody parts of two types of supervision signals: spatial
information (frontal and lateral views) and temporal infor-
mation (chronological order of diagnoses).

However, these supervision signals have not been fully ex-
plored by existing medical pre-training methods. For spatial
information, images of lateral views are either ignored or
treated identically to those of frontal views (Huang et al.,
2021; Wang et al., 2022a; Zhou et al., 2023; Dawidowicz
et al., 2023; Shu et al., 2024). Regarding temporal infor-
mation, existing work only utilizes a single prior image
and does not design objectives specifically for this self-
supervised signal (Bannur et al., 2023). The temporal infor-
mation in historical sequences of image-report pairs has not
yet been explored.

In this work, we introduce the Med-ST framework, which
jointly exploits the comprehensive spatial and temporal in-
formation within off-the-shelf medical datasets to supervise
the pre-training of visual and textual representations. As
visualized in Fig. 1(b), Med-ST comprises two main compo-
nents: spatial modeling and temporal modeling. In spatial
modeling, we introduce the Mixture of View Expert (MoVE)
architecture to construct the multi-view image encoder. We
feed both frontal and lateral views into the encoder, which
utilizes two experts to extract complementary information
from different spatial perspectives. Features generated by
both experts are integrated to form a joint visual representa-
tion of these varied spatial angles. Visual representations are
then aligned with textual representations through contrastive
learning (Oord et al., 2018). Recognizing that pathological
areas occupy only a part of the images or texts, we propose
modality-weighted local alignment, which assigns differ-
ent weights to different local image patches and text tokens
pairs based on the information they contain, achieving a fine-
grained local alignment. For temporal modeling, we encour-
age the learned image-text feature sequences to express the
same semantic changes, allowing the pre-training model to
gain more supervision signals. Motivated by Dwibedi et al.
(2019), we perform bidirectional cycle consistency between
sequences of different modalities. Since the model has never
explicitly perceived temporal sequence information, directly
learning such information is challenging. Therefore, we
adopt a novel bidirectional learning approach from simple
to complex. In the forward process, we design a relatively
simple classification loss to initially perceive information
in the sequence. In the reverse process, we add a Gaus-
sian prior for regression. We penalize inconsistencies by
transforming the mismatch measurements into classifica-
tion and regression targets. Through a bidirectional process
from simple to complex, our model perceives the informa-

tion of the sequence context, thus being able to capture
changes. By incorporating spatial and temporal modeling,
the global multi-view visual representation and textual rep-
resentation interact in both spatial and temporal dimensions.
In this way, our Med-ST gains the ability to jointly encode
fine-grained spatiotemporal information into multi-modal
representations.

The contributions of our study are outlined as follows:

• We thoroughly explore the information in medical mul-
timodal datasets without additional manual labeling.
Beyond text-image pairing, we leverage multi-view
spatial data and historical temporal data, yielding a
richer set of supervision signals.

• Our spatial modeling utilizes the MoVE architecture
to tackle both frontal and lateral views with special-
ized experts, and introduces modality-weighted local
alignment to establish fine-grained contrastive learning
between spatial image regions and semantic tokens.

• For temporal modeling, we propose a novel cross-
modal bidirectional cycle consistency objective that
progresses from simple to complex. By forward map-
ping classification and reverse mapping regression, our
model becomes capable of perceiving the context of
sequences.

• We evaluate the performance of our method in tempo-
ral tasks and medical image classification tasks. The
results demonstrate the effectiveness of our method.

2. Related Work
Vision-Language Pre-training Models. Multimodal
vision-language pre-training (VLP) is a field of research
that aims to jointly learn representations of both visual and
textual data. It trains deep neural networks on large-scale
datasets that contain both image and text data, mainly image-
text pairs (Radford et al., 2021; Li et al., 2021; 2023; Wang
et al., 2022b; Alayrac et al., 2022; Chen et al., 2022; Bao
et al., 2022; Zhang et al., 2023; Lu et al., 2023). By learn-
ing to represent images and text in a shared embedding
space, multimodal pre-training can generate cross-modal
representations that capture the semantic meaning of both
modalities. Due to the impressive performance of VLP in
the natural domain, it has also gained significant popularity
in other fields, including the medical domain. It is important
to note that directly transferring VLP models to the medical
domain may not be feasible due to differences between the
two domains (Chambon et al., 2022a;b).

Representation Learning in Medical Domain. The re-
search on vision-language pre-training in medical domain
can be divided into two branches: one is leveraging exter-
nal knowledge bases (Wu et al., 2023; Wang et al., 2022c;
Qin et al., 2022) and the other is fully utilizing existing
datasets through specific model design (Huang et al., 2021;
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Wang et al., 2022a; Zhou et al., 2022; 2023; Cheng et al.,
2023). In the first branch, MedKLIP and MedCLIP (Wu
et al., 2023; Wang et al., 2022c) leverage entity extraction
or descriptive information to enhance the model. Currently,
several large language models are being applied in medi-
cal domain (Wang et al., 2023; Singhal et al., 2022; Shaib
et al., 2023; Yunxiang et al., 2023), primarily by using med-
ical instruction datasets to generate more accurate answers.
However, utilizing external knowledge may be limited by
the availability and completeness of the external knowledge
base. In the other branch, MGCA (Wang et al., 2022a) learns
generalized medical visual representations through lever-
aging the inherent semantic correlations and MRM (Zhou
et al., 2023) learns knowledge-enhanced semantic represen-
tations by reconstructing both masked image patches and
masked report tokens. However, these works only utilize
the frontal view of the chest X-ray, discarding the lateral
views (Huang et al., 2021; Wang et al., 2022a), or treat them
the same as frontal views without exploring the relationship
between them (Zhou et al., 2023; Dawidowicz et al., 2023).
We believe there is an association between the frontal and
lateral views that could be helpful for downstream tasks,
and medical evidence has shown the value of lateral views
in diagnosis (Raoof et al., 2012). Therefore, we attempt to
better utilize the lateral view through spatial modeling.

Temporal Self-Supervised Learning in Medical Domain.
Effective representations can be learned from time series
data through self-supervision, eliminating the need for man-
ual annotation. Specifically, medical time series data often
contain abundant semantic information. BioViL-T (Bannur
et al., 2023) exploits time-related information by using prior
images, thereby gaining additional supervision. However,
BioViL-T only utilizes a single prior image and lacks a tem-
poral optimization objective. Our approach considers both
text and image pairs in a temporal context and designs a
time-related objective, i.e., cross-modality bidirectional cy-
cle consistency, to better leverage the information provided
by time series.

3. Method
3.1. Overview

Existing medical datasets contain some inherent spatial and
temporal supervision signals that have been previously over-
looked, obviating the need for supplementary manual an-
notations. A collection of images associated with a single
report is referred to as a study1. Given a dataset comprising
multiple studies, each study typically includes a frontal view
image along with its corresponding radiological report. In
some cases, lateral views may be present. All studies of
a patient have a chronological order. As a result, we can

1https://physionet.org/content/mimic-cxr/2.0.0/

extract matched multi-view data and time-series data from
the dataset, which provide spatial and temporal supervision
signals for pre-training multi-modal representations.

Formally, we reorganize the data in a medical dataset D
into a number of sequences, where each sequence contains
a series of image-text pairs and typically corresponds to
the historical diagnosis records of a patient. Some image-
text pairs do not belong to any sequences, e.g., patients
have only one diagnosis record. We regard such individual
image-text pairs as sequences with a length of 1. There-
fore, D = {S1,S2, · · · ,S|D|}, where |D| is the num-
ber of sequences in the dataset. For the i-th sequence,
Si = {(If

i,t, I
l
i,t,Ti,t)}|Si|

t=1, where If
i,t, I

l
i,t, and Ti,t are

the frontal image, the corresponding lateral image, and the
related text at the t-th timestep, and |Si| is the number of
image-text pairs in this sequence. Not every image-text pair
has a lateral view, i.e., for some i and t, I l

i,t does not exist,
and we set it to a tensor with all zeros in this case.

Our proposed model Med-ST leverages both spatial and
temporal modeling to learn multi-modal representations
from such sequence data of multi-view image-text pairs.
Med-ST consists of a multi-view image encoder fI and a
text encoder fT . The image encoder employs the proposed
MoVE architecture to extract integrated representations from
frontal and lateral images, i.e., [xg

i,t,Xi,t] = fI([I
f
i,t, I

l
i,t]),

where xg
i,t ∈ Rd is the global image feature, Xi,t ∈ RM×d

is the sequence of patch-wise features and M is the number
of tokens. The text encoder extracts the text representation,
i.e., [rgi,t,Ri,t] = fT (T

f
i,t), where rgi,t ∈ Rd is the global

text feature and Ri,t ∈ RW×d is the sequence of token-
wise features and W is the number of tokens. As shown
in Fig. 2, in the training phase, for each input sequence S,
Med-ST first extracts the image and text representations
for all time steps: {xg

t ,Xt, r
g
t ,Rt}|S|

t=1. By viewing image-
text pairs in all sequences as independent, Med-ST performs
global alignment between matched global image and text
features {xg

t , r
g
t }, and introduces modality-weighted local

alignment between matched sequences of patch-wise and
token-wise features {Xt,Rt}. For temporal modeling, the
global image and text features form two feature sequences,
Xg = [xg

1,x
g
2, · · · ,x

g
|S|] and Rg = [rg1 , r

g
2 , · · · , r

g
|S|],

respectively, and Med-ST imposes the cross-modality cycle
consistency constraints to align Xg and Rg .

3.2. Spatial Modeling

3.2.1. IMAGE FEATURE EXTRACTION

Based on Vision Transformer (ViT) (Dosovitskiy et al.,
2020), we develop a Mixture of View Experts (MoVE) archi-
tecture as fI to encode the multi-view images. As shown in
Fig. 3, for a pair of frontal and lateral images (If , I l) in a
sequence sample S, we initially divide them into patches,
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Figure 2: The framework of Med-ST. For spatial modeling, Med-ST extracts integrated multi-view visual representations,
performs global alignment between paired global features, and introduces modality-weighted local alignment between
paired local features. For temporal modeling, global image and text features in all pairs form two sequences respectively,
and Med-ST imposes cross-modality bidirectional cycle consistency constraints between them.

respectively, which are then flattened through a projector
to obtain a series of patch embeddings {pf

j }
np

j=1, {pl
j}

np

j=1

with dimension D. We add a learnable embedding pCLS.
To preserve the positional information of patches in each
image, we introduce position encoding Epos ∈ R(np+1)×D

to both frontal and lateral patches, respectively. All patch
embeddings from both views are concatenated to form the
embedding sequence Hv

0 of the image encoder as follows,
which serves as the input of the image encoder.

Hv
0 =(pCLS +Epos[0, :])⊕ ({pf

j }
np

j=1 +Epos[1 :, :])

⊕ ({pl
j}

np

j=1 +Epos[1 :, :])

(1)

where ⊕ is the concatenation operation and Hv
0 ∈

R(2np+1)×D.

To enable the model to perceive distinctions between the
two views, we employ our MoVE architecture to replace the
standard transformer’s block in ViT. Specifically, after ob-
taining the output Hl−1 from the previous block, multi-head
self-attention layers are performed to capture shared spatial
dependencies among all patch embeddings. Then the first
np+1 vectors are processed through a Frontal Feedforward
Network (F-FFN), while the latter np vectors go through a
Lateral Feedforward Network (L-FFN). These two FFNs act
as distinct experts for capturing complementary information
from different perspectives. The outputs of the two experts
are concatenated to form the output Hl of this block. The
image encoder consists of L MoVE-based blocks. For the
output HL of the final block, xg = HL[0, :] is the global
multi-view image feature and X = HL[0, :] is the sequence
of patch-wise features.

3.2.2. CROSS MODAL ALIGNMENT

Global Alignment. For the t-th pair (If
i,t, I

l
i,t,Ti,t) of

the i-th sequence in the batch, we obtain [xg
i,t,Xi,t] =

fI([I
f
i,t, I

l
i,t]). We also use the text encoder to extract the

global text feature rgi,t and the sequence of token features
Ri,t. Following CLIP (Radford et al., 2021), we employ
contrastive learning to bring global features of matching
images and radiological reports closer while pushing global
features of non-matching pairs apart.

lv2ti,t = − log
exp(sim(xg

i,t, r
g
i,t)/τ1)∑B

b=1

∑|Sk|
k=1 exp(sim(xg

i,t, r
g
b,k)/τ1)

, (2)

lt2vi,t = − log
exp(sim(rgi,t,x

g
i,t)/τ1)∑B

b=1

∑|Sk|
k=1 exp(sim(rgi,t,x

g
b,k)/τ1)

. (3)

Here, B is the batch size, sim(·, ·) is the similarity function
and is measured by dot product. The temperature variable
τ1 is used to scale the logits. So the objective of Global
Alignment is the average of the two losses:

Lglobal =
1

2|D|

|D|∑
i=1

1

|Si|

|Si|∑
t=1

(lv2ti,t + lt2vi,t ). (4)

Modality-Weighted Local Alignment. Considering that
pathological regions may only occupy specific portions of
both the image and text, we introduce a novel modality-
weighted local alignment between Xi,t and Ri,t, i.e., paired
sequences of patch and token features, to perform fine-
grained spatial modeling.
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Figure 3: The multi-view image encoder. We input both the
frontal and lateral views into MoVE blocks. The right side
shows the structure of MoVE.

For the j-th text token feature ri,t,j in Ri,t, we compute
the cosine similarity between ri,t,j and all image patch
features in Xi,t, then we apply softmax function to the
similarity scores. Thus we get s = softmax(ri,t,jXT

i,t).
These scores are then multiplied by the corresponding image
patch features and aggregated. As a result, we generate a
new textual-attended visual representation ki,t,j . Our goal
of local alignment is to align ri,t,j and its corresponding
textual-attended visual representation ki,t,j .

lv2ti,t,j = − log
exp(sim(ki,t,j , ri,t,j)/τ2)∑W
c=1 exp(sim(ki,t,j , ri,t,c)/τ2)

, (5)

lt2vi,t,j = − log
exp(sim(ri,t,j ,ki,t,j)/τ2)∑W
c=1 exp(sim(ri,t,j ,ki,t,c/τ2)

. (6)

Acknowledging that different local pairs contain varying
amounts of information, those representing pathological
semantics should be assigned greater importance. Differ-
ent from Wang et al. (2022a) using averaged last-layer
attention weight in a single modality, we considered the
information contained in both visual and textual modal-
ities. For the pair (ki,t,j , ri,t,j), the weights are deter-
mined by comparing the value of this pair against the av-
erage value of all local pairs in Xi,t,Ri,t. Firstly, we per-
form an element-wise multiplication of ri,t,j and ki,t,j , i.e.,
oi,t,j = ri,t,j ⊙ ki,t,j . These vectors capture relationships
and importance across different dimensions and we form
them into a matrix Oi,t = [oi,t,1,oi,t,2, . . . ,oi,t,W ]. Then
we calculate the mean: ōi,t = 1

W

∑W
j=1 oi,t,j , from which

we derive the weight through softmax attention score.

wi,t,j =

(
softmax

(
ōi,tQ(Oi,tK)

T

√
d

))
j

, (7)

where Q ∈ Rd×d,K ∈ Rd×d are learnable matrices. We
apply wi,t,j as the weight of li,t,j and derive the Visual

modality-weighted Local Alignment loss LVLA as:

LVLA =
1

|D|W

|D|∑
i=1

1

|St|

|St|∑
t=1

W∑
j=1

wi,t,j(l
v2t
i,t,j + lt2vi,t,j). (8)

Correspondingly, we can derive the Texual Modality-
Weighted Local Alignment Loss LTLA. The objective of
Local Alignment is:

Llocal = LVLA + LTLA. (9)

3.3. Temporal Modeling

We have observed that there is inherent temporal informa-
tion in the dataset, which can provide additional supervision
signals without the need for extra manual labeling. The
objective of our temporal modeling is to use this informa-
tion to enhance the alignment of image and text sequences
that convey the same temporal semantics. As mentioned
in Sec. 3.1, for sequence S, the global image and text fea-
tures form two feature sequences, Xg = [xg

1,x
g
2, · · · ,x

g
|S|]

and Rg = [rg1 , r
g
2 , · · · , r

g
|S|], respectively, and Med-ST im-

poses the cross-modality bidirectional cycle consistency
constraints to align Xg and Rg .

Cycle Consistency. As illustrated in Figure 2, we want to
establish bidirectional perception in the sequence. Given an
image point xg

t from Xg, we first map it to a textual point
using function F . Subsequently, the result of this mapping
is transformed back to an image point through function G,
thus we get xg

t′ = G(F (xg
t )). If t = t′, the point xg

t is
cycle-consistent. The bidirectional matching mechanism of
cycle consistency can perceive fine-grained contextual dif-
ferences, thereby establishing a cross-modal match. Since
our model has never explicitly perceived temporal sequence
information, directly learning such information is challeng-
ing. Therefore, we adopt a novel bidirectional learning
approach from simple to complex.

Forward Mapping Classification (FMC). We first calcu-
late the distance between xg

t and all points in Rg and then
we get the soft nearest neighbor F (xg

t ) of xg
t :

F (xg
t ) =

|S|∑
z=1

αzr
g
z , αz =

exp(−⟨xg
t , r

g
z⟩)∑|S|

k=1 exp(−⟨xg
t , r

g
k⟩)

. (10)

Since our sequence is paired, unlike Dwibedi et al. (2019),
we can introduce constraints to the forward process. As our
current model lacks temporal awareness, we incorporate a
relatively simple classification loss in the forward process.
We treat all features in sequence Rg as different classes and
classify xg

t accordingly. So the predicted output ŷt = αt.
The ground truth y is represented by a one-hot vector, in
which the t-th position is set to 1.

Lcls
t = −

|S|∑
z=1

yz log(ŷz). (11)
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As for sequence S, the objective of FMC is as follows:

LI
FMC =

|S|∑
t

Lcls
t . (12)

Reverse Mapping Regression (RMR). Since FMC enables
cycle consistency from a relatively easy classification per-
spective, we want to incorporate a more complex objective
in the process of reverse mapping. We impose greater penal-
ties on predictions that are temporally distant according
to the distance between F (xg

t ) and xg
t . To address this,

we propose RMR. Initially, we obtain the distribution of
similarities {βz} between F (xg

t ) and all points in Xg .

βz =
exp (−⟨F (xg

t ),x
g
z⟩)∑|S|

k=1 exp (−⟨F (xg
t ),x

g
k⟩)

. (13)

Representations that are temporally closer tend to be more
similar. Thus the further the distance from timestep t, the
smaller the similarity should be. So we impose a Gaussian
prior on β. Our goal is to maximize βt and ensure that the
similarity distribution peaks at t. Therefore, we optimize
|t−µ|2
σ2 . A regularization term log(σ) is added to ensure the

peak of the distribution remains intact and avoid a reduc-
tion in variance resulting from this optimization. Since the
temporal information contained in the sequence may have a
large span, for cases with larger errors, we optimize |t− µ|.
So the objective of RMR for sequence S is as follows:

LI
RMR =


|t− µ|2

σ2
+ λ log(σ) , |t− µ| ≤ δ,

δ|t− µ| − δ2

2
, otherwise,

(14)

where µ =
∑|S|

z=1 βz · z and σ2 =
∑|S|

z=1 βz · (z − µ)2, λ
denotes the regularization weight, and δ is a hyperparameter.

Therefore, for all sequences in D, we sum these two objec-
tives to obtain LI

temporal = LI
RMR + LI

FMC. Similarly, start-
ing from a point in the text sequence, we can get LT

temporal.
So the objective of temporal modeling is:

Ltemporal = LI
temporal + LT

temporal. (15)

3.4. Overall Objective

Therefore, our overall objective is denoted as L in Eq. 16.
By optimizing this objective, our model can perceive spatial
and temporal information with greater granularity.

L = Lglobal + λ1Llocal + λ2Ltemporal, (16)

where λ1 and λ2 are hyperparameters that control the
weights of the loss functions.

4. Experiments
4.1. Pre-training Setup

Dataset. We pretrain our Med-ST framework on MIMIC-
CXR dataset (Johnson et al., 2019). It is a publicly available
dataset that includes paired chest X-ray images and radi-
ology reports. Sometimes images incorporate both frontal
and lateral views. All pairs have attributes of studydate
and studytime, which allow us to construct sequences.
We pre-process the dataset following Wang et al. (2022a),
including image transformation and text tokenization, re-
sulting in 232k image-text pairs. We preserve lateral views
and thus 114k pairs include lateral images.

Implementation Details. Our code is implemented using
PyTorch (Paszke et al., 2019). The pre-training is performed
using two GeForce RTX 3090 GPUs. Due to the effective-
ness of pre-trained language models, we utilized BioClin-
icalBERT (Alsentzer et al., 2019) as the text encoder. For
unified modal architecture design, we defaulted to using
ViT-B/16 (Dosovitskiy et al., 2020) as the image encoder
backbone. We use the AdamW optimizer (Loshchilov &
Hutter, 2017) with a learning rate of 4e-5 and weight decay
of 0.05. We employed a linear warmup with cosine anneal-
ing scheduler (Loshchilov & Hutter, 2016), initializing the
learning rate to 1e-8 and the warmup epoch to 20. The τ1
is 0.07 and τ2 is 0.1. We set λ1, λ2 to 1, 1 in Eq. 16 and
δ=2, λ=0.001 in Eq. 14. For more details, please refer to
Appendix A.

4.2. Experimental Setup

4.2.1. DATASET

MS-CXR-T benchmark (Bannur et al., 2023) is a multi-
modal benchmark dataset aimed at evaluating biomedical
vision-language processing models in radiology, specifically
through two temporal tasks: image classification of chest
X-rays and analysis of sentence similarity.

RSNA dataset (Shih et al., 2019) is a publicly available
medical imaging dataset. It contains chest radiographs with
annotations for the presence or absence of pneumonia.

COVIDx (Wang et al., 2020) is a dataset with over 30,000
chest X-ray (CXR) images from over 16,600 patients, in-
cluding 16,490 positive COVID-19 cases. It’s used for a
three-class classification task: categorizing radiographs as
COVID-19, non-COVID pneumonia, or normal.

4.2.2. DOWNSTREAM TASKS

Temporal Image Classification. It includes 1,326 labeled
chest X-rays across five findings (Consolidation, Edema,
Pleural Effusion, Pneumonia, and Pneumothorax), catego-
rized into three stages of disease progression: Improving,
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Table 1: Temporal image classification results on the MS-CXR-T benchmark across five findings under 10-fold cross-
validation setting. We run with different seeds three times and calculate the mean and standard deviations. Avg. Acc. stands
for average accuracy. PL.effusion denotes pleural effusion. We report the accuracy [%]. Best results are in boldface.

Model Consolidation Edema Pl.effusion Pneumonia Pneumothorax Avg. Acc.

ConVIRT-MIMIC (Zhang et al., 2022) 46.62± 1.03 57.04± 1.00 54.50± 0.19 61.09± 1.54 48.49± 0.22 53.55± 0.36

GLoRIA-CheXpert (Huang et al., 2021) 49.13± 1.52 53.67± 0.61 49.56± 1.84 58.11± 2.21 45.64± 2.49 51.22± 1.35

GLoRIA-MIMIC (Huang et al., 2021) 44.99± 0.47 49.13± 1.54 47.85± 3.08 60.18± 1.11 41.53± 0.92 48.74± 0.84

MGCA (Wang et al., 2022a) 50.79± 0.44 62.71± 0.24 57.17± 0.69 63.73± 0.89 52.16± 1.02 57.31± 0.34

MedCLIP (Wang et al., 2022c) 50.32± 0.65 54.53± 2.82 56.61± 0.65 58.94± 2.62 45.19± 1.47 53.12± 0.13

MRM (Wang et al., 2022c) 46.33± 2.89 49.09± 5.70 49.13± 0.69 55.14± 1.42 45.48± 2.97 49.03± 0.80

BioViL (Boecking et al., 2022) 56.40± 0.24 57.26± 0.77 54.51± 0.39 67.10± 0.01 55.30± 0.21 58.11± 0.02

Temporal-based
BioViL-T (Bannur et al., 2023) 56.93± 1.77 61.55± 0.95 53.94± 0.89 67.24± 0.20 55.46± 0.01 59.02± 0.34

Med-ST 60.57± 1.18 67.35± 0.32 58.47± 1.50 65.00± 0.34 54.18± 0.81 61.12± 0.34

Table 2: Temporal sentence similarity classification results
on RadGraph subset of MS-CXR-T sentence similarity
benchmark. Accuracy and AUROC scores are reported.
Best results are in boldface.

Model MLM Acc. AUROC

MedCLIP × 66.41 52.66
MGCA × 75.42 76.38
BioViL ✓ 69.49 68.92
BioViL-T ✓ 78.81 81.39
Med-ST × 83.76 84.60

Table 3: Zero-shot classification results on RSNA. We re-
port Accuracy, F1 and AUROC scores. Best results are
highlighted in bold.

Model Acc. F1 AUROC

MGCA 67.25 54.87 73.97
BioViL 64.10 55.19 75.27
BioViL-T 63.23 54.90 75.12
Med-ST 68.37 57.63 77.14

Stable, Worsening. Due to the limited data size, we
choose an SVM (Boser et al., 1992) classifier and employ
cross-validation. We report the accuracy for each findings
and the average classification accuracy under the setting of
5-fold and 10-fold.

Temporal Sentence Similarity. It includes 361 sentence
pairs for evaluating temporal-semantic similarity. The task
focuses on binary classification of pairs as paraphrases or
contradictions regarding disease progression. This dataset
includes two subsets: RadGraph and Swaps.We report our
results on the RadGraph subset since it is more challenging.
For more experimental settings and results on the Swaps
subset, please refer to the Appendix B.2.

Zero-shot Image Classification. We test our zero-shot

Table 4: Medical image classification results on COVIDx
datasets with 1%, 10% and 100% training data.

Method 1% 10% 100%

GLoRIA 67.3 77.8 89.0
ConVIRT 72.5 82.5 92.0
GLoRIA-MIMIC 66.5 80.5 88.8
MedKLIP 74.5 85.2 90.3
MGCA 74.8 84.8 92.3
Med-ST 71.2 87.7 93.0

classification results on RSNA. We use the dataset division
from previous work (Wang et al., 2022a; Huang et al., 2021)
and also employ the prompt construction of BioViL-T. We
report our classification results on the test set.

Medical Image Classification. Our model is tested on the
COVIDx dataset to evaluate its efficacy in medical image
classification. As with prior methods (Wang et al., 2022a),
we fine-tune a classification head using different propor-
tions of training data and then evaluate the classification
performance on the test set.

4.3. Results

Temporal Image Classification Results. In Table 1, we
report our performance on the task of temporal image classi-
fication under a 10-fold cross-validation setup. Our method
achieves the highest average accuracy, surpassing BioViL-
T (Bannur et al., 2023), which also utilizes temporal in-
formation, by 2.10%. Across five different findings, our
method achieves the highest scores in three categories, par-
ticularly in the edema category, where our approach ex-
ceedes BioViL-T by 5.80%. Table 7 also validates our
performance. We also achieve the best average accuracy in
the experimental setup with a fold number of 5 in Table 7.
Our method consistently achieves the best results in differ-
ent cross-validation setups. This demonstrates that through
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Table 5: Ablation study on objectives and lateral view use.

Lglobal Ltemporal Llocal Lateral Consolidation Edema Pl.effusion Pneumonia Pneumothorax Avg. Acc.

✓ ✓ ✓ 55.75± 2.52 62.20± 1.00 57.91± 1.20 63.88± 0.79 54.53± 0.99 58.85± 0.61

✓ ✓ ✓ 54.89± 0.51 65.30± 0.91 57.42± 0.39 66.40± 0.19 53.40± 0.96 59.49± 0.30

✓ ✓ ✓ 55.09± 1.34 63.32± 0.78 58.06± 1.40 53.58± 0.40 50.25± 0.99 58.06± 0.29

✓ ✓ ✓ ✓ 60.57± 1.18 67.35± 0.32 58.47± 1.50 65.00± 0.34 54.18± 0.81 61.12± 0.34

our temporal modeling, the model is able to capture the se-
mantics of temporal changes and integrate this information
into the model, making it more suitable for temporal tasks.

Temporal Sentence Similarity Classification Results. In
Table 2, we report our performance on the temporal text
classification task. Our method achieves the best results in
both accuracy and AUROC metrics. It surpasses BioViL-T
by 4.95% in accuracy and by 3.21% in the AUROC metric.
The BioViL-T method not only utilizes temporal informa-
tion but also performs specialized mask language modeling.
Additionally, the RadGraph dataset is a relatively complex
text classification task, hence our results in this experiment
thoroughly demonstrate the effectiveness of our approach.
Through temporal modeling, our method acquires the ca-
pability to perceive changes, and with fine-grained local
alignment, it more comprehensively understands the seman-
tic context of the text.

Zero-shot Image Classification Results. Table 3 shows
our results of zero-shot medical image classification task on
RSNA dataset. Our method also achieves the best perfor-
mance. This indicates that our performance improvement
is not limited to temporal tasks but also benefits static clas-
sification tasks. Our model outperforms previous methods
by 1%, 2%, and 1% in the accuracy, F1 score, and AUROC
metrics, respectively. These consistent improvements across
metrics suggest that spatial and temporal modeling can en-
hance the model’s representational capabilities. Since the
logits in zero-shot classification are based on the similarity
between image features and text prompts, it also indicates
that our image and text encoders have learned more fine-
grained and consistent representations.

Medical Image Classification Results. We present our
classification results on COVIDx in Table 4. Our method
achieved commendable results using both 10% and 100% of
the training data. The outcomes in the classification task also
demonstrate that the gains from our approach are evident
in static tasks. Because our model absorbs a wider range
of supervision signals, it may fail to capture the relevant
information with only 1% of the training data available.

4.4. Analysis of Our Framework

Ablation Study. Table 5 displays the ablation results of our
various components on the temporal image classification

Figure 4: Attention visualization with reference patch (red
box) in the bounding box (black box). LA stands for local
alignment. The bounding box represents the main patholog-
ical area annotated manually. It can be observed that our
method achieves better correspondence with the bounding
box after local alignment.

task. It can be observed that the best results are obtained
when all objectives are combined with the use of lateral
views. The first two rows indicate the effectiveness of our
temporal modeling and local alignment objectives. The
comparison between the third and fourth rows highlights
the efficacy of using lateral views, and when all objectives
are combined, we can achieve further improvements.

Visualization. Figure 4 presents the attention visualization
of our model based on the reference patch (red box). This
patch, contained within the bounding box (black box), en-
capsulates the corresponding textual information. The text
corresponding to the first row is “Left basilar consolidation
seen” and the second row corresponds to “patchy consol-
idation in the mid left lung”. It can be observed that our
method, without local alignment, can only perceive certain
areas. However, after applying modality-weighted local
alignment, our method is able to recognize the pathological
areas in the context, which correspond well with the bound-
ing box. This demonstrates that our fine-grained modeling
can indeed learn local alignment based on the amount of
information contained in local pairs.
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5. Conclusion
In this study, we present the Med-ST framework, which
employs explicit spatial and temporal modeling along with
comprehensive strategies for global and local alignment,
and cross-modal bidirectional cycle consistency. This ap-
proach not only achieves superior performance in tasks
including temporal sequences but also enhances the rep-
resentation learning for medical image classification tasks.
Med-ST emerges as a promising approach for medical multi-
modal pretraining, capitalizing on the extensive information
present in multimodal datasets to acquire nuanced spatial
and temporal insights.
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A. Pre-training Details
We sort all cases of the same patient according to the studyDate attribute in chronological order. Then we divide them into
sequences of length 4, treating any remaining part that is less than 4 as a sequence of length 1. In other words, our dataset
contains sequences of either four image-text pairs or a single image-text pair. During training, a batch randomly includes
sequences of length 4 or 1. Global alignment and local alignment use all image-text pairs in all sequences, while sequence
modeling employs all sequences of length 4.

Table 6 outlines the hyperparameters used during pre-training. We opt for MGCA weights initialization, leveraging their
high performance to ensure faster convergence, particularly aiming for time efficiency. We use PyTorch Lightning and an
early stopping mechanism to optimize training duration.

Table 6: Hyperparameters of Pre-training

Hyperparameters

Pre-training epochs 10
Batch size per GPU 10
Number of GPUs 2
Learning Rate 4e-5
Learning Rate Optimizer CosineAnnealing
Weight Decay 0.05

B. Downstream Tasks
B.1. Temporal Image classification Similarity

B.1.1. EXPERIMENTAL DETAILS

We split the dataset according to the annotated disease types, i.e., Consolidation, Edema, Pleural Effusion, Pneumonia,
and Pneumothorax. And then, for each subtask, we first obtain the features of two images, concatenate them, and use an
SVM for classification, employing cross-validation to get the accuracy for each category. The task is to categorize the
concatenated feature into three stages of disease progression: Improving, Stable, Worsening. Subsequently, we
calculate the average accuracy across five types of findings. We use publicly available pre-trained models from others and
determine their accuracy on this task in the same manner.

B.2. Temporal Sentence Similarity

B.2.1. EXPERIMENTAL DETAILS

The task has two subsets. The first subset, generated by RadGraph, identifies paraphrase and contradiction sentence pairs
through analyzing graph representations of sentences. The second subset is created using the Swaps method, which involves
changing temporal keywords within sentences to produce paraphrases and contradictions. Swaps approach creates pairs
that differ subtly in their temporal semantics while pairs obtained through the RadGraph method exhibit greater variation.
Table B.2 are two examples of sentence pairs from each subset. We divide the dataset into two subsets based on the
construction of text pairs into RadGraph and Swaps and conduct tests on each subset. Then, firstly, we randomize the
dataset and then obtain the AUROC results based on the similarity between text pairs. Subsequently, through ten-fold
cross-validation, we select the similarity threshold corresponding to the highest accuracy on the validation set. We then
test on the entire set to obtain the accuracy. We use publicly available pre-trained models from others and follow the same
process to determine their performance on this task.

B.2.2. RESULTS

Tables 2 and Table 8 respectively show the experimental results on the two subsets. Our method achieves better results on
the more complex dataset. For the Swaps dataset, methods BioViL and BioViL-T achieve better results due to the use of
masked language modeling.
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Table 7: Temporal image classification results on the MS-CXR-T benchmark under 5-fold cross-validation setting. MLM
stands for masked language modeling objective. Best results are highlighted in bold.

Model Consolidation Edema Pl.effusion Pneumonia Pneumothorax Avg. Acc.

ConVIRT-MIMIC 46.97± 1.68 56.03± 1.07 54.98± 2.75 60.62± 2.51 46.61± 2.51 53.04± 0.62

GLoRIA-CheXpert 50.10± 1.94 51.63± 0.46 51.09± 0.72 60.49± 1.05 44.10± 1.18 51.48± 0.84

GLoRIA-MIMIC 44.32± 2.51 49.64± 1.74 48.74± 1.69 58.63± 2.52 42.17± 1.66 48.70± 0.86

MGCA 52.43± 1.82 63.30± 1.07 56.13± 1.97 64.83± 0.21 52.78± 1.37 57.90± 0.30

MedCLIP 49.44± 2.51 52.27± 3.98 53.79± 0.59 58.92± 1.43 41.87± 2.38 51.25± 0.65

MRM 50.10± 1.16 49.37± 3.84 48.97± 0.61 55.12± 1.09 48.23± 0.47 50.36± 1.01

BioViL 57.56± 1.17 57.27± 0.72 54.10± 0.65 66.95± 0.53 54.82± 0.22 58.14± 0.41

Temporal-based
BioViL-T 56.73± 1.76 59.52± 1.09 52.80± 0.90 66.67± 0.60 55.61± 0.23 58.26± 0.42

Med-ST 60.72± 2.02 65.56± 1.24 57.99± 0.30 64.98± 0.60 53.71± 1.83 60.59± 0.72

Table 8: Temporal sentence similarity classification results on Swaps subset.

Model Accuracy ROC-AUC

MedCLIP 59.59 48.33
MGCA 68.16 71.97
BioViL 81.63 90.00
BioViL-T 94.29 97.59
Med-ST 76.73 86.12

B.3. Zero-shot Image Classification

B.3.1. TEXT PROMPT

We use the same text prompt as BioViL-T for pneumonia.

pos query = [ ’Findings consistent with pneumonia’, ’Findings suggesting
pneumonia’, ’This opacity can represent pneumonia’, ’Findings are most compatible
with pneumonia’, ],
neg query = [ ’There is no pneumonia’, ’No evidence of pneumonia’, ’No evidence
of acute pneumonia’, ’No signs of pneumonia’, ]

Table 9: Examples of sentence pairs from the MS-CXR-T temporal sentence similarity benchmark.

Label Sentence 1 Sentence 2

Swaps Paraphrase “Nearly resolved bilateral pleural effu-
sions.”

“Nearly cleared bilateral pleural effusions.”

Contradiction “Bibasal atelectasis is unchanged.” “Bibasal atelectasis is new.”

RadGraph

Paraphrase “Moderate pulmonary edema is exagger-
ated by low lung volumes, but also wors-
ened.”

“Lung volumes are lower exaggerating
what is at least worsened moderate pul-
monary edema.”

Contradiction “Small right pneumothorax has developed
at the base of the right lung.”

“Small pneumothorax at the base of the
right lung is unchanged.”
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Table 10: Ablation study on the proportion of lateral views.

Lateral proportion (%) Consolidation Edema Pl.effusion Pneumonia Pneumothorax Avg. Acc.

0 55.09± 1.34 63.32± 0.78 58.06± 1.40 53.58± 0.40 50.25± 0.99 58.06± 0.29

60 55.39± 1.67 67.32± 0.88 58.63± 1.00 65.98± 0.91 51.04± 0.87 59.67± 0.41

100 60.57± 1.18 67.35± 0.32 58.47± 1.50 65.00± 0.34 54.18± 0.81 61.12± 0.34

Table 11: Ablation study on FMC and RMR.

LFMC LMRM Consolidation Edema Pl.effusion Pneumonia Pneumothorax Avg. Acc.

✓ 53.72 66.46 56.93 63.27 51.66 58.33
✓ 53.26 64.30 55.02 65.02 55.04 58.53

✓ ✓ 60.71 67.31 58.89 65.02 55.48 61.48

B.3.2. EXPERIMENTAL DETAILS

We use the dataset split from previous work (Huang et al., 2021; Wang et al., 2022a) and test on the test set. The text
embedding is the average of four prompt embeddings, thus we obtain two text features representing the presence and absence
of pneumonia. After obtaining the image features, we determine the predicted category based on the similarity between the
image features and the two text features.

C. More Visualization
C.1. t-SNE visualizations results of image features

Figure 5 shows the visualization results of image features at different time steps for 200 sequences. The left side is from
MGCA, and the right side is ours. Each category represents different time points in the sequence. From the figure, it can be
seen that the feature distribution of MGCA is relatively uniform, with no discernible trend of change. In contrast, the trends
between the four time points in our diagram are consistent, indicating that our model has learned time-related information.

C.2. Visualization of the learned distribution of β

In Figure 6, we randomly select 800 sample points and obtained their β distributions before training (first row) and after
training (second row). The first column represents the distribution of samples with a ground truth index of 1, while the
second column represents those with a ground truth index of 3. The red dashed line indicates the ground truth, and the blue
dashed line represents the mean of β of the samples. Our objective is to bring the blue dashed line closer to the red dashed
line.

It can be observed that, compared to the row above, the β distributions obtained after training exhibit closer proximity to the
ground truth, and they also demonstrate better fitting to Gaussian distributions. This suggests that our model has learned
temporal semantics to a certain extent, as the features of samples closer in time are more similar.

D. More Ablation
D.1. Ablation study on the proportion of lateral views

Table 10 illustrates the results of ablation experiments using different proportions of lateral views. It can be observed that
even without the use of lateral views, our mean performance is 58.06, surpassing nearly all baselines. This underscores the
effectiveness of local alignment objectives and temporal modeling. As the proportion of lateral views increases, performance
also improves, indicating that lateral views provide an additional boost to performance.
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Figure 5: t-SNE visualizations results of image features at different time steps for 200 sequences. The left side is from
MGCA, and the right side is ours.

Figure 6: Visualization of the learned distribution of β.

D.2. Ablation study on FMC and RMR

Table 11 presents the ablation experiments conducted on FMC and MRM. The experimental results indicate that MRM
contributes to greater benefits, suggesting that more complex regression objectives enable the model to better capture
contextual information within sequences. When both are applied, the performance on sequential tasks is optimal, indicating
that combining these two objectives, from simple to challenging, allows the model to maximize its understanding of sequence
semantics.
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